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Introduction  
 

 Grades: 
 Midterm  30% 
 Assignments 20% (about 3 or 4, may use Matlab) 
 Final   50% 

 
 Econometrics is interested in drawing inferences about parameters. We have: 

 A sample of observations ݔ ൌ ሼݔଵ, ,ଶݔ … ,  ሻݔ௡ሽ with joint distribution ௡݂ሺݔ
 A model (based on econ theory) 

 Parametric: ݌௡ሺߠ|ݔሻ, the likelihood function of ݔ given a parameter ߠ  →  this is the 
focus of this course 
• Classic  
• Bayesian 

 Non parametric: not a fixed ߠ, but a potentially infinite dimension of parameters 
 Semi-parametric: in-between parametric and non-parametric  

 Goal: to draw inference on ߠ given ݔ. 
 

 Parametric Methods 
1. Classic inference 

 ଴, which is unknownߠ has a true value ߠ 
• Assuming that ߠ଴ exists means that ݌௡ሺߠ|ݔ଴ሻ ൌ ௡݂ሺݔሻ 

 Need to find ߠ଴ 
• Find estimated ߠ෠ 
• Find distribution of ߠ෠, ݌൫ߠ෠หߠ଴൯ 

♦ Exact finite sample distribution → but this is rare 
♦ Approximations 

 Asymptotic, ݊ ՜ ∞ 
 Bootstrap (draw pseudo-random samples) 

2. Bayesian inference: assumes that ߠ is a random variable from a probability distribution 
 .is a r.v ߠ 
• No true value ߠ଴ 
 ሻߠሺߨ has an a priori density ߠ •

 Goal is to find an a posteriori density ݌௡ሺݔ|ߠሻ 
ሻถߠሺߨ
a priori

ሻᇣᇧᇤᇧᇥߠ|ݔ௡ሺ݌
likelihood

ൌ ,ݔሺ݌ ሻᇣᇧᇤᇧᇥߠ
joint

 

with  

ሻݔ|ߠ௡ሺ݌ ൌ
,ݔሺ݌ ሻߠ

׬ ,ݔሺ݌ ߠሻ݀ߠ
 

 
 Properties of estimators (Note: an estimator is a statistic.) 

 Unbiasness:  ߠܧ෠ ൌ  ଴  (1st moment)ߠ
 Efficiency:  ߠ෠ଵ is more efficient than ߠ෠ଶ if ܸܽݎ൫ߠ෠ଵ൯ ൑  ෠ଶ൯ߠ൫ݎܸܽ

 Classify the estimator according to a loss function 
• Most common: MSE 
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ܧ ቂ൫ߠ෠ െ ଴൯ଶቃߠ ൌ ෠൯ߠ൫ݎܸܽ ൅  ଶݏܽ݅ܤ

ܧ ቂ൫ߠ෠ െ ෠ߠ଴൯൫ߠ െ ଴൯ᇱቃߠ ൌ ෠൯ߠ൫ݎܸܽ ൅ ሺݏܽ݅ܤሻሺݏܽ݅ܤሻᇱ 

 
• MSE does not provide complete classification 
• Clearly, ߠ෠ଵ  is not admissible because it is dominated by ߠ෠ଶ  and ߠ෠ଷ  across all 

possible values of ߠ. However, we cannot rank ߠ෠ଶ and ߠ෠ଷ. 
 

 
 

  

  ଴ߠߠ

෠ଵ൯ߠ൫݌

෠ଶ൯ߠ൫݌

ߠ

෠ଵ൯ߠ൫ܧܵܯ

෠ଶ൯ߠ൫ܧܵܯ

෠ଶ൯ߠ൫ܧܵܯ
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Linear Regression Model (Chpt 1) 
 

 Basic assumptions 
 Dependent/LHS variables (Regressands):  ݕ 
 Explanatory/RHS variables (Regressors):  ܠ௞, ݇ ൌ 1,2, … ,  ܭ
 Goal: explain ݕ as a function of ܠ௞, ݇ ൌ 1,2, … ,  ܭ

 
 Data: 

 Indices: 
 Cross-section: ݅ ൌ 1,2, … , ݊  
 Time series: ݐ ൌ 1,2, … , ܶ 

 Dependent variable: ݕ௜ 

ܡ ൌ

ۏ
ێ
ێ
ێ
ۍ
ଵݕ
ڭ

௜ݕ
ڭ

ے௡ݕ
ۑ
ۑ
ۑ
ې

ሺ௡ൈଵሻ

 

 Independent variable: ݔ௜௞ 

௞ܠ ൌ

ۏ
ێ
ێ
ێ
ۍ
ଵ௞ݔ

ڭ
௜௞ݔ

ڭ
ے௡௞ݔ

ۑ
ۑ
ۑ
ې

ሺ௡ൈଵሻᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
same variable,  different observations

௜ܠ     ൌ

ۏ
ێ
ێ
ێ
ۍ
௜ଵݔ

ڭ
௜௞ݔ

ڭ
ے௜௄ݔ

ۑ
ۑ
ۑ
ې

ሺ௄ൈଵሻ

   

ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
same observation,  different variables

 

ื ܆  
ሺ௡ൈ௄ሻ

ൌ ሾܠଵ ଶܠ ڮ ௄ሿܠ ൌ ൦

ଵܠ
ᇱ

ଶܠ
ᇱ

ڭ
௡ܠ

ᇱ

൪ ൌ ൦

ଵଵݔ ଵଶݔ ڮ ଵ௄ݔ
ଶଵݔ ଶଶݔ ڮ ଶ௄ݔ

ڭ ڰ ڭ
௡ଵݔ ௡ଶݔ ڮ ௡௄ݔ

൪

ሺ௡ൈ௄ሻ

 

 
 

 We want to explain ݕ as a linear function of ݔ௞ 

ܡ ൎ ෍ ܾ௞ܠ௞
௄

௞ୀଵ

  ֞ ௜ݕ   ൎ ෍ ܾ௞ݔ௜௞

௄

௞ୀଵ

 

i.e. equality between vectors in Թ௡ component by component. 

௜ݕ ൌ ෍ ܾ௞ݔ௜௞

௄

௞ୀଵ

൅ ௜   ᇣᇤᇥݑ   
error term

 

 The error term (or disturbance) is connected to the model 
 Note: do not confuse the error term with the residual (the realized error) 

ۏ
ێ
ێ
ێ
ۍ
ଵଵݔ ڮ ଵ௞ݔ ڮ ଵ௄ݔ

ڭ ڰ ڭ ڭ
௜ଵݔ ڮ ௜௞ݔ ڮ ௜௄ݔ

ڭ ڭ ڰ ڭ
௡ଵݔ ڮ ௡௞ݔ ڮ ے௡௄ݔ

ۑ
ۑ
ۑ
ې

௜ܠ 
ᇱ

௞ܠ
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 The residual is connected to the estimation method 
• E.g.  OLS estimation → ෠ܾ௞ with OLS residual 

௜ݕ െ ෍ ෠ܾ௞ݔ௜௞

௄

௞ୀଵ

ؠ  ௜ݑ

GLS estimation → ܾ௞
כ  with GLS residual 

௜ݕ െ ෍ ܾ௞
௜௞ݔכ

௄

௞ୀଵ

ؠ ௜ݑ
 כ

 We need some assumptions about the probability distribution of the r.v. 
 

 Model is implied by restrictive assumptions 
 Assumption 1.1. Linearity 

ܡ ൌ ܊ᇱ܆ ൅  ܝ
 Example in the book about wage equation 

௜ܧܩܣܹ ൎ ݁௕భ݁௕మௌ೔݁௕య்ாே೔݁௕రா௑௉೔ 
logሺܹܧܩܣ௜ሻ ൌ ܾଵ ൅ ܾଶ ௜ܵ ൅ ܾଷܶܧ ௜ܰ ൅ ܾସܺܧ ௜ܲ ൅  ௜ݑ

 Assumption 1.2. Exogeneity 
ሻ܆|ܝሺܧ ൌ 0 

 Reminder: Law of Iterated Expectations. 

ܧ ൥ ሺܼ|ܹሻᇣᇧᇤᇧᇥܧ
r.v.that depends on ௐ

൩ ൌ  ܼܧ

Here, 
ሻ܆|ܝሺܧ ൌ 0  

֗֜
ܝܧ   ൌ 0 

This is the exogeneity assumption. Note that the implication doesn’t go the other way. 
 What happens if ܝܧ ൌ 0 but ܧሺ܆|ܝሻ ് 0? 
• Endogeneity or simultaneity problem. This happens when 

♦ Some factors are observed by economic agents but not by the econometrician. 
♦ These observations are taken into account by the agent to determine ݔ௜ 
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Exogeneity Assumption of the Linear Regression Model 
 

 The linear regression model 

ݕ ൎ ෍ ܾ௞ܺ௞
௄

௞ୀଵ

 

2 assumptions: 

ሺ1ሻ ௜ݕ ൌ ෍ ܾ௞ݔ௜௞ ൅ ௜ݑ

௄

௞ୀ଴

, ݅ ൌ 1, … , ܰ linearity

ሺ2ሻ ௜|ܺሻݑሺܧ ൌ 0  ֜ ௜ሻݑሺܧ   ൌ 0 ሺstrictሻ exogeneity

 

 Implications of exogeneity assumption.  
௜ሻݑሺܧ .1 ൌ 0. This is by the Law of Iterated Expectations. Consider 

௜|ܺሻ൯ݑሺܧ൫ܧ ൌ ෍൫ܧሺݑ௜|ܺ ൌ ሻ൯ܲሺܺݔ ൌ ሻݔ
௫

 

ൌ ෍ ൭෍ ݑ ڄ ܲሺݑ௜ ൌ ܺ|ݑ ൌ ሻݔ
௨

൱ ܲሺܺ ൌ ሻݔ
௫

 

ൌ ෍ ෍ ݑ ڄ ܲሺݑ௜ ൌ ܺ|ݑ ൌ ሻݔ
௨

ܲሺܺ ൌ ሻݔ
 

௫

 

ൌ ෍ ෍ ݑ ڄ ܲሺݑ௜ ൌ ,ݑ ܺ ൌ ሻݔ
௨

 

௫

 

ൌ ෍ ݑ ڄ ෍ ܲሺݑ௜ ൌ ,ݑ ܺ ൌ ሻݔ
௫

 

௨

 

ൌ ෍ ݑ ڄ ܲሺݑ௜ ൌ ሻݑ
 

௨

 

ൌ  ௜ሻݑሺܧ
׶ ௜|ܺሻݑሺܧ  ൌ 0  by the exogeneity assumption 
׵ ௜|ܺሻ൯ݑሺܧ൫ܧ  ൌ ሺ0ሻܧ ൌ 0 ൌ  ௜ሻݑሺܧ

2. In any observation, each regressor is orthogonal to each one of the error terms, i.e.  
௜൯ݑ௝௞ݔ൫ܧ ൌ 0, ,݅׊ ݆ ൌ 1, … , ݊, ݇׊ ൌ 1, … ,  ܭ

௜൯ݑ௝ܠ൫ܧ ൌ

ۏ
ێ
ێ
ێ
௜൯ݑ௝ଵݔ൫ܧۍ
௜൯ݑ௝ଶݔ൫ܧ

ڭ
ے௜൯ݑ௝௄ݔ൫ܧ

ۑ
ۑ
ۑ
ې

ൌ ൦

0
0
ڭ
0

൪

ሺ௄ൈଵሻ

, ,݅׊ ݆ ൌ 1, … , ݊ 

• Proof. Since ݔ௝௞ is an element of ܺ, the exogeneity assumption implies that 
௝௞൯ݔ௜หݑ൫ܧ ൌ ௝௞൧ݔ௜|ܺሻหݑሺܧൣܧ ൌ 0 

Then, it follows that 
௜൯ݑ௝௞ݔ൫ܧ ൌ ௝௞൯൧ݔ௜หݑ௝௞ݔ൫ܧൣܧ ൌ ௝௞൯൧ݔ௜หݑ൫ܧ௝௞ݔൣܧ ൌ 0. 

3. Regressors are uncorrelated with the error terms: 

,௝௞ݔ൫ݒ݋ܥ ௜൯ݑ ൌ ௜൯ᇣᇧᇧᇤᇧᇧᇥݑ௝௞ݔ൫ܧ
ୀ଴

െ ௝௞൯ݔ൫ܧ ௜ሻᇣᇤᇥݑሺܧ
ୀ଴

ൌ 0  ֜ ௫ೕೖ,௨೔ߩ   ൌ
,௝௞ݔ൫ݒ݋ܥ ௜൯ݑ

௨೔ߪ௫ೕೖߪ

ൌ 0, ,݅׊ ݆, ݇ 
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 Example. Production. 

lnሺܳ௜ሻ ൌ ܾଵ ൅   ܾଶ  ถ
elasticity

coefficient

lnሺܮ௜ሻ ൅  ௜ݑ

௜ሻܮ|௜ݑሺܧ  ൌ 0 (OK to assume ܧሺݑ௜|ܮ௜ሻ ൌ 0) 
 Suppose the firm has information that is not observed by the econometrician 

௜ݑ ൌ ௜  ตݒ  
observed by the firm

but not by the econometrician

൅ ௜  ถݓ  
unobserved

by both parties

 

Then, 
ܳ௜ ൌ ௜ܮ

௕మ ݁௕భ݁௩೔ᇣᇤᇥ
ୀ஺೔

݁௪೔ 

 Problem of the firm  →  maximize expected profit 
max

௅೔
௜ܮ௜ܣ݌ൣ

௕మܧሺ݁௪೔ሻ െ  ௜൧ܮܹ

FOC w.r.t. to ܮ௜ 
௜ܮ௜ܾଶܣ݌

௕మିଵܧሺ݁௪೔ሻ ൌ ܹ   

֞ ௜ܮ   ൌ ൬
ܹ
݌ ൰

ଵ
௕మିଵ

൫ܾଶܣ௜ܧሺ݁௪೔ሻ൯
ଵ

ି௕మାଵ   

֞   

ln ௜ܮ ൌ
1

ܾଶ െ 1 ln ൬
ܹ
݌ ൰ ൅

1
1 െ ܾଶ

ln൫ܾଶܧሺ݁௪೔ሻ൯
ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ

ୀ௔

൅
1

1 െ ܾଶ
ln ௜ܣ

ൌ ܽ ൅
1

1 െ ܾଶ
ln ௜ถܣ

ୀ௕భା௩೔

ൌ ܽ ൅
1

1 െ ܾଶ
ሺܾଵ ൅ ௜ሻݒ

 

֞ ௜ݒ   ൌ ሺ1 െ ܾଶሻ ln ௜ܮ െ ሺ1 െ ܾଶሻܽ െ ܾଵ 
 Exogeneity assumption: 

ሺlnሺܳ௜ሻܧ ௜ሻܮ| ൌ ܾଵ ൅ ܾଶ ln ௜ܮ ൅ ௜ݒሺܧ ൅ ௜ሻᇣᇧᇧᇧᇤᇧᇧᇧᇥܮ|௜ݓ
ୀ଴ by exogeneity

 

ൌ ܾଵ ൅ ܾଶ ln ௜ܮ ൅ ௜ሻܮ|௜ݓሺܧ ൅  ௜ሻܮ|௜ݒሺܧ
• Note that the exogeneity assumption can be stated in two ways 

௜|ܺሻݑሺܧ .1 ൌ 0 
ሻܺ|ݕሺܧ .2 ൌ ܾܺ ൅ ૙ 

Because ݓ௜ is unobserved, it is likely OK to assume ܧሺݓ௜|ܮ௜ሻ ൌ 0. But, 
௜ሻܮ|௜ݒሺܧ ൌ ሾሺ1ܧ െ ܾଶሻ ln ௜ܮ െ ܽሺ1 െ ܾଶሻ െ ܾଵ|ܮ௜ሿ 

ൌ െܽሺ1 െ ܾଶሻ െ ܾଵᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ୀఈ

൅ ሺ1 െ ܾଶሻ ln  ௜ܮ

Then, 
ሺlnܧ ܳ௜ ௜ሻܮ| ൌ ܾଵ ൅ ܾଶ ln ௜ܮ ൅ ߙ ൅ ሺ1 െ ܾଶሻ ln  ௜ܮ

ൌ ܾଵ ൅ ߙ ൅ 1 ڄ ln  ௜ܮ
• Therefore, exogeneity implies 

|௜ݑሺܧ ௜ܺሻ ൌ 0  ֞ |௜ݕሺܧ   ௜ܺሻ ൌ ௜ܺ
ᇱܾ 

when ݕ௜ ൌ ௜ܺ
ᇱܾ ൅  ௜ݑ
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• Here  
ln ܳ௜ ൌ ܾଵ ൅ ܾଶ ln ௜ܮ ൅ ௜ݑ   ֜ ሺlnܧ   ܳ௜ ௜ሻܮ| ൌ ܾଵ ൅ ܾଶ ln  ௜ܮ

 
 More generally, when there is a link between the error term, ݑ௜ , and the explanatory 

variables ௜ܺ, there will be a simultaneity issue or endogeneity issue. 
 This issue leads to simultaneity bias 
 In our example, ሺ1 െ ܾଶሻ 

 
 Notations again 

௜ݕ ൌ ௜ݔ
ᇱܾ ൅ ,௜ݑ ܺ ൌ ሾܺଵ ܺଶ ڮ ܺ௄ሿ ൌ ൦

ଵݔ
ᇱ

ଶݔ
ᇱ

ڭ
ேݔ

ᇱ

൪ 

 ܺ௞  ሺܰ, 1ሻ-vector, with superscript denoting the ݇th RHS variable 
,ܭ௜  ሺݔ  1ሻ-vector, with subscript denoting the ݅th observation 
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Property of the Matrix ࢄ  
 

 Assumption 1.3. No multicollinearity. ܴܽ݊݇ሺܺሻ ൌ  .i.e. full-rank (or full column rank) ,ܭ
It means that the ܭ columns of ܺ (i.e. ܺ௞, ݇ ൌ 1, … ,  .are linearly independent (ܭ

 Note. Max. linearly independent rows = max. linearly indep. Columns = max. size of 
non-zero (or non-degenerate) minors (or submatrices)  

 
 Interpretation 1. If there is ݇଴ such that  

ܺ௞బ ൌ ෍ ௞ܺ௞ߙ

௞ஷ௞బ

 

ܺ௞బ does not help me explain ݕ.  
 In theory, this assumption has cost 0 (i.e. can make this wlog). 
 In practice, we can have almost-perfect multicollinearity. This will create problems 

when we try to invert the matrix ሺܺᇱܺሻ. 
 

 Interpretation 2. Suppose ܾܺ ൌ 0. Then the no multicollinearity implies necessarily that 
ܾ ൌ 0, i.e. ܾ௞ ൌ ૙. So when we make the assumption of no multicollinearity, we are also 
assuming that the model is meaningful. 
 

 Interpretation 3. A theorem in matrix algebra states that if the matrix ܺ is of full column 
rank, then ܺԢܺ is non-singular.  
 Proof. Let ߙ be a ܭ ൈ 1 vector.  

ߙᇱሺܺᇱܺሻߙ ൌ ሺܺߙሻᇱሺܺߙሻ ൌ ะ ดߙܺ
ሺேൈଵሻ

ะ
ଶ

൒ 0 

This means that ሺܺᇱܺሻ is a positive matrix. Thus, 
ߙᇱܺᇱܺߙ ൌ 0  ֞ ߙܺ   ൌ 0 

׶   ܺ is full rank 
׵ ݇׊   ൌ 1, … , ܭ ׷ ܺ௞ is linearly independent    

֞   ൭෍ ௞ܺ௞ߙ
௄

௞ୀଵ

ൌ 0  ֜ ௞ߙ   ൌ 0, ݇׊ ൌ 1, … ,  ൱ܭ

֞  ሺܺߙ ൌ 0  ֜ ߙ   ൌ 0ሻ 
• This is a useful way to show that a matrix is non-singular. That is, it is equivalent 

to showing that it is positive definite (as long as I know it is positive).  
♦ Let ܯ be an ݊ ൈ ݊ matrix. Then, 

is positive (or positive semi-definite) if for all ሺ݊ ܯ ൈ 1ሻ-vector ߙ 
ߙܯᇱߙ ൒ 0 

is positive definite if for all ሺ݊ ܯ ൈ 1ሻ-vector ߙ 
ߙܯᇱߙ ൒ 0   and   ߙᇱߙܯ ൌ 0  ֞ ߙ   ൌ 0 

 
 Interpretation 4. ܺᇱܺ ൌ ∑ ௜ݔ௜ݔ

ᇱே
௜ୀଵ . Suppose ݔ௜ are iid. Then by the WLLN 

1
ܰ ෍ ௜ݔ௜ݔ

ᇱ
ே

௜ୀଵᇣᇧᇧᇤᇧᇧᇥ
sample mean

   ௣   
ሱۛሮ ௜ݔ௜ݔሺܧ

ᇱሻᇣᇧᇤᇧᇥ
true mean
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 Slutsky’s Theorem.  

det ൭
1
ܰ ෍ ௜ݔ௜ݔ

ᇱ
ே

௜ୀଵ

൱
ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ

ௗಿ

   ௣   
ሱۛሮ detሾܧሺݔ௜ݔ௜

ᇱሻሿᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ௗ

 

Recall convergence in probability 
ܲሺ|݀ே െ ݀| ൐ ߳ሻ

ே՜ஶ
ሱۛ ሮۛ 0, ߳׊ ൐ 0 

If we know that ݀ ൐ 0, 

ܲ ൬|݀ே െ ݀| ൐
݀
2൰

   ே   
ሱۛ ሮ 0  ֞   ܲ ൬|݀ே െ ݀| ൑

݀
2൰

   ே   
ሱۛ ሮ 1   

֜   ܲ ൬݀ே ൒
݀
2൰

   ே   
ሱۛ ሮ 1 

So ܴܽ݊݇ሺܺሻ ൌ ֞  ܭ   detሺܺᇱܺሻ ൐ 0. Thus, for ܰ large enough, ଵ
ே

∑ ௜ݔ௜ݔ
ᇱே

௜ୀଵ  should 
be invertible (as long as detሾܧሺݔ௜ݔ௜

ᇱሻሿ ൐ 0). 
 Question: Why should we maintain this assumption?  
௜ݔ௜ݔሺܧ •

ᇱሻ is ْ (positive semi-definite): 
௜ݔ௜ݔሺܧᇱߙ

ᇱሻߙ ൌ ሻሿߙ௜ݔ௜ሻሺݔᇱߙሾሺܧ ൌ ௜ݔሾሺܧ
ᇱߙሻଶሿ ൒ 0 

• Positive definite? 
௜ݔ௜ݔሺܧᇱߙ

ᇱሻߙ ൌ 0  ֞ ௜ݔሾሺܧ  
ᇱߙሻଶሿ ൌ 0  ֞ ௜ݔ  

ᇱߙ ൌ 0   ܽ.  .ݏ
ߙ ് 0 only if there are multicollinearities. 
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Geometric & Statistical Interpretations of Least Squares 
 

 Naïve approach: 

௜ݕ ൎ ෍ ܾ௞ݔ௜௞

௄

௞ୀଵ

 

Choose ෠ܾ such that 

෍ ൭ݕ௜ െ ෍ ෠ܾ௞ݔ௜௞

௄

௞ୀଵ

൱

ଶ௡

௜ୀଵ

൑ ෍ ൭ݕ௜ െ ෍ ܾ௞ݔ௜௞

௄

௞ୀଵ

൱

ଶ௡

௜ୀଵ

,  ௞ܾ׊

 Note: by definition of OLS,  

1
݊ ෍ ൭ݕ௜ െ ෍ ෠ܾ௞ݔ௜௞

௄

௞ୀଵ

൱

ଶ௡

௜ୀଵ

൑
1
݊ ෍ ൭ݕ௜ െ ෍ ܾ௞

଴ݔ௜௞

௄

௞ୀଵ

൱

ଶ௡

௜ୀଵ

  ֞   
1
݊ ෍ ො௜ݑ

ଶ
௡

ሺ௜ୀଵሻ

൑
1
݊ ෍ ௜ݑ

ଶ
௡

௜ୀଵ

 

So the problem is  

min
௕אԹ಼

෍ ൭ݕ௜ െ ෍ ܾ௞ݔ௜௞

௄

௞ୀଵ

൱

ଶ௡

௜ୀଵ

  ֞   min
௕אԹ಼

൥ሺݕ െ ܾܺሻᇱ ሺݕ െ ܾܺሻᇣᇧᇧᇤᇧᇧᇥ
Թ೙א

൩. 

 
 ෠ܾ is characterized by ܭ orthogonal relationships 

൫ݕ െ ܺ ෠ܾ൯ᇣᇧᇧᇤᇧᇧᇥ
Թ೙א

٣   ܺ௞  ถ
Թ೙א

, ֞  ݇׊   ܺ௞ᇱ ڄ ൫ݕ െ ܺ ෠ܾ൯ ൌ 0   

֞  ܺᇱ൫ݕ െ ܺ ෠ܾ൯ ൌ 0 ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
system of  ௄ linear equations

   

֞   ܺᇱݕ ൌ ܺᇱܺ ෠ܾ   
֞   ෠ܾ ൌ ሺܺᇱܺሻିଵܺᇱݕ  

 
 Notations: matrix of orthogonal projection  

ࢄࡼ ׷ matrix of orthogonal projection on ࡸሺࢄሻ 
௑ܲݕ ൌ ܺ ෠ܾ ൌ ሺܺᇱܺሻିଵܺᇱݕ 

 Should be true for all ݕ  
 Can identify ௑ܲ as  

௑ܲ ൌ ܺሺܺᇱܺሻିଵܺԢ 
 Matrix of orthogonal projection on the orthogonal of ܮሺܺሻ, i.e. ܮሺܺሻୄ: 

௑ܯ ൌ ௡ܫ െ ௑ܲ   ֜ ݕ௑ܯ   ൌ ሺܫ௡ െ ௑ܲሻݕ 

ሺܺሻܮ ൌ ሼܾܺ ׷ ܾ א Թ௄ሽ ൌ ሼ∑ ܾ௞ܺ௞௄
௞ୀଵ ׷ ܾ௞ א Թ, ܾܺ  ሽ  and݇׊ א Թ௡ 

 ሺܺሻ is a subspace of Թ௡ܮ

  ሺܺሻܮ

ݕ

ܺ ෠ܾ

ݕ െ ܺ ෠ܾ
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ൌ ݕ െ ௑ܲݕ 
ൌ ݕ െ ܺ ෠ܾ 
ൌ ොݑ   ื   OLS residual 

 Note that 
ݕ ൌ ܾܺ଴ ൅ ֞  ݑ ݑ   ൌ ݕ െ ܾܺ଴   

֜ ݑ௑ܯ   ൌ ොݑ െ ௑ܾܺ଴ᇣᇧᇤᇧᇥܯ
ୀ଴  ׶௑௕బא௅ሺ௑ሻ

 

Mathematically, 
௑ܾܺ଴ܯ ൌ ௡ܾܺ଴ܫ െ ܺ ሺܺᇱܺሻିଵܺᇱܺᇣᇧᇧᇧᇤᇧᇧᇧᇥ

ୀூ೙

ܾ଴ 

ൌ ܾܺ଴ െ ܾܺ଴ 
ൌ 0 

 Properties of Projection Matrices 
 Idempotence and symmetry are necessary and sufficient conditions for projection 

matrices 
• Symmetry: ܣ ൌ  ᇱܣ
• Idempotence: ܣℓ ൌ for any ℓ ܣ א Գ 

 
 Application: the Frish-Waugh Theorem (cf. P.72, ex.4) 

 Motivation:  
ݕ ൌ ܾܺ ൅ ܼܿ ൅ ݑ ൌ ሾܺ ڭ ܼሿ ቀܾ

ܿቁ ൅  ݑ
where ܺ is ሺ݊ ൈ ଵሻ and ܼ is ሺ݊ܭ ൈ  .ଶሻܭ
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Geometric Interpretation of Linear Regression (cont’d) 
 

 Consider the true model:  
ݕ ൌ ܾܺ ൅ ܼܿ ൅ ݑ ൌ ሾܺ ڭ ܼሿ ቀܾ

ܿቁ ൅  ݑ
 Question: How bad/wrong is it to regress ܻ on ܺ only? 
 Assumptions for the true model: 

(i) ܧሺݑ|ܺ, ܼሻ ൌ 0 
(ii) ܴܽ݊݇ሺሾܺ ڭ ܼሿሻ ൌ ଵܭ ൅  ଶܭ

 Assumptions for the “reduced” model without ܼ: ݕ ൌ ߚܺ ൅  ݒ
ሻܺ|ݒሺܧ (1) ൌ 0 
(2) ܴܽ݊݇ሺܺሻ ൌ  ଵܭ

 
 Compare (i) and (ii) to (1) and (2). 

 Easy to see that (ii) ֜ (2)  
 What about (i) v.s. (1)? 

ሻܺ|ݕሺܧ ൌ ሺܾܺܧ ൅ ܼܿ ൅  ሻܺ|ݑ
ൌ ܾܺ ൅ ሺܼ|ܺሻܿܧ ൅ ሻᇣᇧᇤᇧᇥܺ|ݑሺܧ

ୀ଴
 

ൌ ܾܺ ൅  ሺܼ|ܺሻܿܧ
 In order to get (1), I need ܧሺܼ|ܺሻ to be linear in ܺ, i.e. 

ሺܼ|ܺሻܧ ൌ ܺΓ 
Thus, the true model doesn’t imply the “reduced” model 
 

 Even if the “reduced” model is not necessarily implied by the true model, I can still perform 
OLS: 

ோ௘ௗ௨௖௘ௗܵܮܱ መߚ ൌ ሺܺᇱܺሻିଵܺᇱݕ

௧௥௨௘ܵܮܱ         ൬ ෠ܾ
ܿ̂

൰ ൌ ቂቀܺᇱ

ܼᇱቁ ሺܺ ܼሻቃ
ିଵ

ቀܺᇱ

ܼᇱቁ ݕ
 

 ෠ܾ ൌ?  ෠ܾ  ݒ.  ?መߚ  .ݏ
 

 Frish-Waugh Theorem.  
෠ܾ ൌ ሺܺᇱܯଶܺሻିଵܺᇱܯଶݕ 

 Proof.  

൬෠ܾ
ܿ̂

൰ ൌ arg min
ቀ௕

௖ቁ
ԡݕ െ ሺܾܺ ൅ ܼܿሻԡଶ 

 Step 1. Concentrate w.r.t. ܿ. For given ܾ, minimize w.r.t. ܿ only. Get ܿሺܾሻ 
min

௖
ԡሺݕ െ ܾܺሻ െ ܼܿԡଶ 

Get ܿሺܾሻ such that 
ܼܿሺܾሻ ൌ ௓ܲሺݕ െ ܾܺሻ 

 Step 2. Minimize the concentrated objective function w.r.t. ܾ.  

min
௕

ԡݕ െ ܾܺ െ ௓ܲሺݕ െ ܾܺሻԡଶ   ֞   min
௕

ะܯ௓ݕถ
௬෤

െ ௓ถܺܯ
௑෨

ܾะ
ଶ

 

֜   ෠ܾ ൌ ൫ ෨ܺ ᇱ ෨ܺ൯ିଵ ෨ܺ ᇱݕ ൌ ሺܺᇱܯ௓ܺሻିଵܺᇱܯ௓ݕ 
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 Remark. In Practice,  
ݕ ܼ⁄   ֜   ௓ܲݕ  ֜ ݈ܽݑ݀݅ݏ݁ݎ  ݕ௓ܯ  

ܺ௞ ܼ⁄   ֜   ௓ܲܺ௞   ֜  ݈ܽݑ݀݅ݏ݁ݎ  ௓ܺ௞ܯ  

Then, 
ݕ௓ܯ ௓ܺ௞ᇣᇤᇥܯ

ெೋ௑
൘ ,  ݇׊

 Remark. Corollary of FW Thm. If ܯ௓ܺ ൌ ܺ, then  
෠ܾ ൌ ሺܺᇱܺሻିଵܺᇱݕ, ൫ൌ  መ൯ߚ

So ܯ௓ܺ ൌ ܺ. This means that  
ܺ ٣ ܼ  ֞   ܺ௞ ٣ ܼℓ, ,݇׊ ℓ 

֞   ෍ ௜ℓݖ௜௞ݔ

௡

௜ୀଵ

ൌ 0, ,݇׊ ℓ 

֞   
1
݊ ෍ ௜ℓݖ௜௞ݔ

௡

௜ୀଵ

ൌ 0, ,݇׊ ℓ 

But this does not mean that ܺ௞ and ܼℓ are not correlated. Not quite ݒ݋ܥ between ܺ௞ and 
ܼℓ, only orthogonality condition. 
 

 Next we consider the statistical interpretation of OLS 
 Finite sample properties 
 Interpretation 
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Finite Sample Properties of OLS 
 

 Recall the standard assumptions 
ݕ (1) ൌ ܾܺ ൅  ݑ
ሻܺ|ݑሺܧ (2) ൌ 0, ܽ.  .ݏ
(3) |ܺᇱܺ| ൐ 0, ܽ.  .ݏ
 
2 additional assumptions: 
ሻܺ|ݑሺݎܸܽ (4) ൌ ,௡ܫଶߪ ܽ.  homoscedasticity   →   .ݏ
ܺ|ݑ (5) ׽ ࣨሺ0,  ௡ሻܫଶߪ

 
 Properties: 

 Under assumption (1) – (3)  
൫෠ܾ൯ܧ ൌ ܾ 

 Proof. Use the law of iterated expectations: 
൫෠ܾ൯ܧ ൌ  ൫෠ܾหܺ൯൧ܧൣܧ

ൌ  ሿ൧ܺ|ݕሾሺܺᇱܺሻିଵܺᇱܧൣܧ
ൌ  ሻሿܺ|ݕሺܧሾሺܺᇱܺሻିଵܺᇱܧ
ൌ  ሾሺܺᇱܺሻିଵܺᇱܾܺሿܧ
ൌ ܾ 

 Under assumption (1) – (4) 
൫෠ܾ൯ݎܸܽ ൌ  ଶሿߪሾሺܺᇱܺሻିଵܧ

 Proof.  
൫ݎܸܽ ෠ܾ൯ ൌ ܧ ቂ൫ ෠ܾ െ ܧ ෠ܾ൯൫ ෠ܾ െ ܧ ෠ܾ൯

ᇱ
ቃ 

ൌ ܧ ቂ൫ ෠ܾ െ ܾ൯൫ ෠ܾ െ ܾ൯
ᇱ
ቃ 

ൌ  ᇱܺሺܺᇱܺሻିଵሿݑݑሾሺܺᇱܺሻିଵܺᇱܧ

ൌ ܧ ൥ሺܺᇱܺሻିଵܺᇱ ᇱ|ܺሿᇣᇧᇧᇤᇧᇧᇥݑݑሾܧ
ୀఙమூ೙

ܺሺܺᇱܺሻିଵ൩ 

ൌ  ሾሺܺᇱܺሻିଵሿܧଶߪ
where 

෠ܾ െ ܾ ൌ ሺܺᇱܺሻିଵܺᇱݕ െ ܾ 
ൌ ሺܺᇱܺሻିଵܺᇱሺܾܺ ൅ ሻݑ െ ܾ 
ൌ ሺܺᇱܺሻିଵܺԢݑ 

 
 Gauss-Markov Theorem (BLUE). 

Under assumptions (1) – (4), the OLS ෠ܾ is BLUE (best linear unbiased estimator). That is, 
for any linear (w.r.t. ݕ) estimator,  

෨ܾ ൌ ,ݕܥ .ݏ ܧ  .ݐ ෨ܾ ൌ ܾ 
we have 

൫ݎܸܽ ෠ܾ൯ ا ൫ݎܸܽ ෨ܾ൯   ֞   ቀܸܽݎ൫ ෨ܾ൯ െ ൫ݎܸܽ ෠ܾ൯ቁ   is psd. 
 

 Cramer-Rao Theorem.  
Under assumptions (1) – (5), ෠ܾ is BUE (best unbiased estimator). 
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 Property:  Under assumption (1) – (5) 

෠ܾ െ ܾหܺ ׽ ࣨሺ0,  ଶሺܺᇱܺሻିଵሻߪ
 Proof. Since ݑ ׽ ࣨሺ0,  ,ሻܫଶߪ

෠ܾ െ ܾ ൌ ሺܺᇱܺሻିଵܺԢݑ 
Note this is not the same as the central limit theorem, because we have a finite sample. 

 
 Remark. If we want the unconditional distribution of ൫ ෠ܾ െ ܾ൯, there are two options: 

 Assume fixed regressors 
 Asymptotic theory (i.e. as ݊ ՜ ∞) 

 Remark. Standardize ൫ ෠ܾ െ ܾหܺ൯: 
ሺܺᇱܺሻଵ ଶ⁄

ߪ ൫ ෠ܾ െ ܾหܺ൯ ׽ ࣨሺ0,  ሻܫ
 This does not depend on ܺ.  
 This is the unconditional distribution, i.e. 

ሺܺᇱܺሻଵ ଶ⁄

ߪ ൫ ෠ܾ െ ܾ൯ ׽ ࣨሺ0,1ሻ 
 In general, ߪ is unknown!  →  we need an estimator of ߪ to use the previous result. 

ොଶߪ ൌ
1

݊ െ ܭ ෍ ොଶݑ
௡

௜ୀଵ

ൌ
1

݊ െ ܭ  ݑ௑ܯᇱݑ

• Proof  (ߪොଶ is unbiased). 

ොଶሻߪሺܧ ൌ
1

݊ െ ܭ ܧ ሺݑᇱܯ௑ݑሻᇣᇧᇤᇧᇥ
univariate

ൌ
1

݊ െ ܭ ሻሿݑ௑ܯᇱݑሾtrሺܧ ൌ
1

݊ െ ܭ ௑ሻሻܯᇱݑݑሺtrሺܧ

ൌ
1

݊ െ ܭ ௑ሻሻ|ܺሿܯᇱݑݑሺtrሺܧሾܧ ൌ
1

݊ െ ܭ ܧ ൥tr ቆܧሺݑݑᇱ|ܺሻᇣᇧᇧᇤᇧᇧᇥ
ୀఙమூ

௑ቇ൩ܯ

ൌ
ଶߪ

݊ െ ܭ  ௑ሻሿܯሾtrሺܧ
 

௑ܯ ൌ ௡ܫ െ ܺሺܺᇱܺሻିଵܺᇱ 
 

trሺܫ௡ െ ܺሺܺᇱܺሻିଵܺᇱሻ ൌ trሺܫ௡ሻ െ trሺܺሺܺᇱܺሻିଵܺᇱሻ 

ൌ ݊ െ tr ൥ሺܺᇱܺሻሺܺᇱܺሻିଵᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ூ಼

൩ 

ൌ ݊ െ  ܭ
where the trace has the following property: 

trሺܥܤܣሻ ൌ trሺܥܣܤሻ ൌ trሺܤܣܥሻ 
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Statistical Interpretations of OLS 
 

 Recall the model 

௜ݕ ൌ     ܽ    ᇣᇤᇥ
constant term

൅ ෍ ܾ௞ݔ௜௞

௄

௞ୀଵ

൅  ௜ݑ

Matrix of explanatory variables: 

൦൮

1
1
ڭ
1

൲ ܺଵܺଶ ڮ ܺ௄൪ ൌ ൥    ݁௡   ᇣᇤᇥ
vector of 1's

ڭ ܺ൩ 

 Adding a column of 1’s to the regressors makes the linear regression a affine regression. 

 
 Orthogonal conditions between the residuals and the explanatory variables. 

ቊ
݁௡

ᇱ ൫ݕ െ ොܽ݁௡ െ ܺ ෠ܾ൯ ൌ 0
ܺ௞ᇲ൫ݕ െ ොܽ݁௡ െ ܺ ෠ܾ൯ ൌ 0

, ݇׊ ൌ 1, … ,  ܭ

We have ܭ ൅ 1 linear equations to find ܭ ൅ 1 parameters ෠ܾ and ොܽ. Note that  

݁௡
ᇱ ൫ݕ െ ොܽ݁௡ െ ܺ ෠ܾ൯ ൌ 0  ֞   ෍ ௜ݕ െ ݊ ොܽ

௡

௜ୀଵ

െ ෍ ෠ܾ௞ ൭෍ ௜௞ݔ

௡

௜ୀଵ

൱
௄

௞ୀଵ

ൌ 0 

divide by ݊  ֞ തݕ   െ ොܽ െ ෍ ෠ܾ௞ തܺ௞
௄

௞ୀଵ

ൌ 0 

֞   ොܽ ൌ തݕ െ ෍ ෠ܾ௞ തܺ௄
௄

௞ୀଵ

 

֞ ොതݑ   ൌ 0  
 ොത is the empirical average of the OLS residuals. So by including a constant term, weݑ 

are imposing that on average ??? is correct. 

 
  ௜ଵݔ

  ௜ݕ

ොܽ  

തܺ

  തݕ

,ሺ݁௡ܮ ܺሻ

ݕ

ܺ ෠ܾ

ݏ݈ܽݑ݀݅ݏ݁ݎ
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 With a constant term, the average residual is zero, and the average point belongs to 
the regression line 

 If we do not introduce the constant term,  
ොݕ ൌ ܺ ෠ܾ 

Then the regression line goes through ሺ0,0ሻ. However, this does not minimize the 
sum of squares. 
• If, in addition, you want the average point to belong to the regression line, then 

the regression line is completely determined. 
 

 Plug in the expression for ොܽ 

ݕ െ ොܽ݁௡ െ ܺ ෠ܾ ൌ ሺݕ െ ത݁௡ሻᇣᇧᇧᇤᇧᇧᇥݕ
௬෤

mean deviation

െ ෍ ෠ܾ௞ ሺܺ௞ െ തܺ௞݁௡ሻᇣᇧᇧᇧᇤᇧᇧᇧᇥ
௑෨ ೖ

mean deviation

௄

௞ୀଵ

 

Rewrite the orthogonal condition 

ܺᇱ൫ݕ෤ െ ෨ܺ ෠ܾ൯ ൌ 0  ֞   
1
݊ ܺᇱ൫ݕ෤ െ ෨ܺ ෠ܾ൯ ൌ 0 

֞   
1
݊ ܺ௞ᇱ൫ݕ෤ െ ෨ܺ ෠ܾ൯ ൌ 0, ݇׊ ൌ 1, … ,  ܭ

where  
1
݊ ܺ௞ᇱݕ෤ ൌ

1
݊ ෍ ௜ݕ௜௞ሺݔ െ തሻݕ

௡

௜ୀଵ

 

is the sample (empirical) covariance between ݔ௜௞ and ݕ௜. Notation:  ݒ݋ܥ௘௠௣ሺݔ௜௞,  .௜ሻݕ

෠ܾ ൌ ൫ ෨ܺ ᇱ ෨ܺ൯ିଵ ෨ܺ ᇱݕ ൌ ൬
1
݊

෨ܺᇱ ෨ܺ൰
ିଵ

ᇣᇧᇧᇤᇧᇧᇥ
௏௔௥೐೘೛ሺ௫೔ሻ

൬
1
݊

෨ܺᇱݕ෤൰ᇣᇧᇤᇧᇥ
஼௢௩೐೘೛ሺ௫೔,௬೔ሻ

 

 The OLS estimator is the ratio of the ݒ݋ܥ௘௠௣ሺݔ௜,  .௜ሻݔ௘௠௣ሺݎܸܽ ௜ሻ andݕ
 We can make the interpretation of ܸܽݒ݋ܥ-ݎ only because we include the constant 

term in the regression. Without the constant term, we only have the orthogonality. 
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Geometric Interpretation of OLS in the Space of Random Variables 
 

 Recall  

൫ ොܽ, ෠ܾ൯ ൌ arg min
௔,௕

൥
1
݊ ෍ሺݕ௜ െ ܽ െ ௜ݔ

ᇱܾሻଶ
௡

௜ୀଵ

൩
ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ

space of Թ೙

՝ ՝
ሺܽ଴, ܾ଴ሻ ൌ? arg min

௔,௕
௜ݕሺܧ െ ܽ െ ௜ݔ

ᇱܾሻᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
space of r.v.

 

 
 In Թ௡: 

 
 In space of r.v. that are square integrable, 

 
 The norm (or distance) is  

ԡݑԡ ൌ ඥݑܧଶ, 
,ݑۦ ۧݒ ൌ ,ሻݒݑሺܧ ሺthe inner productሻ 

The inner product is the extension of the norm, so ݑۦ, ۧݑ ൌ ԡݑԡ. 
 

 Computation of ܮܧሺݕ௜|ݔ௜ሻ: 

൜
ሾݕ௜ െ ሺܽ ൅ ௜ݔ

ᇱܾሻሿ ٣ 1
ሾݕ௜ െ ሺܽ ൅ ௜ݔ

ᇱܾሻሿ ٣ ௜௞ݔ ݇׊ ൌ 1, … , ܭ    ֞    ൜
௜ݕሺܧ െ ܽ െ ௜ݔ

ᇱܾሻ ൌ 0 ሺכሻ
௜ݕሾሺܧ െ ܽ െ ௜ݔ

ᇱܾሻݔ௜௞ሿ ൌ 0 ݇׊  

From ሺכሻ we get 
ܽ ൌ ௜ሻݕሺܧ െ ௜ݔሺܧ

ᇱሻܾ 
Plug it into the second expectation: 

௜ݕሾሺܧ െ ሼݕܧ௜ െ ܽ െ ௜ݔܧ
ᇱܾሽሻݔ௜ሿ ൌ 0  ֜ ௜ݕሾሺܧ   െ ௜ሿݔ௜ሻݕܧ െ ܧ ൥ሺݔ௜ െ ௜ሻᇱᇩᇭᇭᇪᇭᇭᇫݔܧ

ଵൈ௄
ฎܾ

௄ൈଵ

ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ଵൈଵ

௜൩ݔ  ൌ 0 

֜ ௜ݔ௜ሺݔሾܧ   െ ௜ሻᇱሿᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݔܧ
௏௔௥ሺ௫೔ሻ

ܾ ൌ ௜ݕሾሺܧ െ ௜ሿᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݔ௜ሻݕܧ
஼௢௩ሺ௫೔,௬೔ሻ

 

If ܸܽݎሺݔ௜ሻ is nonsingular, 
ܾ ൌ ൫ܸܽݎሺݔ௜ሻ൯ିଵݒ݋ܥሺݔ௜,  ௜ሻݕ

 This is NOT an estimate!!! It is a population value (as opposed to a sample value) 

,ሺ1ܮ ௜ሻݔ

௜ݕ

௜ሻݔ|௜ݕሺܮܧ ൌ ܽ ൅ ௜ݔ
ᇱܾ

,ሺ݁௡ܮ ܺሻ

ݕ

௡ܲݕ ൌ ොܽ ൅ ܺ ෠ܾ
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 Conclusion:  
௜ሻݔ|௜ݕሺܮܧ ൌ ܽ଴ ൅ ௜ݔ

ᇱܾ଴ 
with 

ቊ
ܽ଴ ൌ ௜ݕܧ െ ௜ݔܧ

ᇱܾ଴

ܾ଴ ൌ ൫ܸܽݎሺݔ௜ሻ൯ିଵݒ݋ܥሺݔ௜, ௜ሻݕ
 

same formula as the one we got for the estimates ොܽ, ෠ܾ in the space of Թ௡. But now we 
have population moments. 
 
 Remark. Why do we have ܸܽݎሺݔ௜ሻ nonsingular? 
ߙ ௜ሻ is PSDݔሺݎܸܽ • א Թ௞, ߙᇱܸܽݎሺݔ௜ሻߙ ൌ ௜ሻݔᇱߙሺݎܸܽ ൒ 0 
௜ሻݔᇱߙሺݎܸܽ • ൌ 0  ֞ ௜ถݔᇱߙ  

௥.௩.

 constant 

• Therefore, ܸܽݎሺݔ௜ሻ is nonsingular if and only if no linear combination of ݔ௜  is 
constant (except if ߙ ൌ 0) 

• ଵ
௡

෨ܺ ᇱ ෨ܺ ൌ ௘௠௣൫ݎܸܽ ෨ܺ൯ ื
௣

  ௜ሻ [under iid assumption]ݔሺݎܸܽ
 

 Remark. ݕ௜ ൌ ܽ଴ ൅ ௜ݔ
ᇱܾ଴ ൅  ௜ݑ

௜ݑܧ • ൌ 0 
௜ሻݔ௜ݑሺܧ • ൌ 0  or ݒ݋ܥሺݔ௜, ௜ሻݑ ൌ 0 
• ܽ଴, ܾ଴ are defined by the above 
• These are not assumptions 
 ,௜; that isݔ ௜ as an affine combination ofݕ ௜ሻ is the best linear predictor ofݔ|௜ݕሺܮܧ •

it is the solution of the minimization of  
ܧ ቂ൫ݕ௜ െ ௜ሻ൯ଶቃݔ|௜ݕሺܮܧ ൌ ௜ݕሾሺܧ െ ܽ െ ௜ݔ

ᇱܾሻଶሿ 
 

 Remark. ܧሺݕ௜|ݔ௜ሻ  is the best predictor of ݕ௜  as a function of ݔ௜ ; that is, it is the 
solution of the minimization of 

ܧ ቂ൫ݕ௜ െ ݂ሺݔ௜ሻ൯ଶቃ , ௜ݕ ൌ ݂ሺݔ௜ሻ ൅ ,௜ݓ ቊ
௜ݓܧ ൌ 0
,௜ݓ൫ݒ݋ܥ ݃ሺݔ௜ሻ൯ ൌ 0,  ݃׊

 
Claim: the solution of the minimization problem is 

൫ݕ௜ െ ௜ሻ൯ݔ|௜ݕሺܧ ٣ ݃ሺݔ௜ሻ,  ݃׊
Proof. Consider  

௜ሻݔ௜݃ሺݕ൫ܧ െ ௜ሻ൯ݔ௜ሻ݃ሺݔ|௜ݕሺܧ ൌ? 0 
֜ ௜ሻ൯ݔ௜݃ሺݕ൫ܧ   െ ௜ሻሿݔ|௜ሻݔ௜݃ሺݕሺܧሾܧ ൌ ௜ሻ൯ݔ௜݃ሺݕ൫ܧ െ ௜ሻ൯ݔ௜݃ሺݕ൫ܧ ൌ 0 

 
 Corollary 1. ܮܧሺݕ௜|ݔ௜ሻ ൌ   .௜ݔ ௜ሻ is affine with respect toݔ|௜ݕሺܧ ௜ሻ if and only ifݔ|௜ݕሺܧ

௜ሻݔሺܪ

௜ݕ

௜ሻݔ|௜ݕሺܧ
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 Corollary 2.  
ܮܧ ൜ܧሺݕ௜|ݔ௜ሻฬݔ௜

 
ൠ ൌ  ௜ሻݔ|௜ݕሺܮܧ

Proof. Need to show that 

൦ ௜ሻᇣᇧᇤᇧᇥݔ|௜ݕሺܧ
what I project

െ ௜ሻᇣᇧᇧᇤᇧᇧᇥݔ|௜ݕሺܮܧ
candidate for

projection

൪ ٣ ሺ1,  ௜ሻݔ

Introduce ݕ௜: 
ሾܧሺݕ௜|ݔ௜ሻ െ ௜ሿᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݕ

ୄሺଵ,௫೔ሻ
െ ሾݕ௜ െ ௜ሻሿᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݔ|௜ݕሺܮܧ

ୄሺଵ,௫೔ሻ
 

 
 Final comments. 

 Exogeneity assumption in ݕ௜ ൌ ܽ଴ ൅ ௜ݔ
ᇱܾ଴ ൅  :௜ݑ

 Strict exogeneity: ܧሺݑ௜|ݔ௜ሻ ൌ 0 
 Weaker exogeneity: ܧሺݑ௜ሻ ൌ ,௜ሻݔሺ݂ሺݒ݋ܥ ,0 ௜ሻݑ ൌ 0 for all ݂ 

 Is it true that ܧሺݕ௜|ݔ௜ሻ is linear? 
 True with: ܧሺݑ௜|ݔ௜ሻ ൌ 0  ֜  ௜ are stochastically independentݑ ௜ andݔ  

 What do we do when it is not true (i.e. ܧሺݕ௜|ݔ௜ሻ is not linear)?  
 Add some terms to account for nonlinear effects, e.g. ݔ௜௞

ଶ  or ݔ௜௞ݔ௜ℓ , or more 
complicated functional form 
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Large Sample Theory (Chapter 2.3) 
 

 Maintained assumption: ሺݕ௜,  ௜ሻ are jointly identically distributed (i.d.)ݔ
 Consequence: ሺݕ௜, ,௜ݔ  ௜ሻ are jointly identically distributedݑ
 Remark. ܸܽݎሺݑ௜ሻ ൌ ଶߪ , which is a constant (i.e. independent of ݅). But there can be 

heterogeneity at the conditional level, i.e. 
௜ሻݔ|௜ݑሺݎܸܽ ൌ  .௜ሻݔଶሺߪ

 With the assumption ܧሺݑ௜|ݔ௜ሻ ൌ 0, we can write: 
௜ሻݑሺݎܸܽ ൌ ௜ݑሺܧ

ଶሻ ൌ ܧ ቀܧሺݑ௜
ଶหݔ௜ሻቁ ൌ ௜ሻ൯ݔ|௜ݑሺݎ൫ܸܽܧ   ֜ ଶߪ   ൌ  ௜ሻ൯ݔଶሺߪ൫ܧ

 
 Law of Large Numbers (LLN). Consider ݖ௜, ݅ א Գ, i.d. and integrable (i.e. ݖ|ܧ௜| ൏ ∞). 

 LLN: 
1
݊ ෍ ௜ݖ

௡

௜ୀଵ

ൌ ҧ௡ݖ ื ௜ݖܧ ൌ  ଵݖܧ

 
 Theorem 1 (SLLN). Let ሺݖ௜ሻ௜אԳ iid and integrable. 

ҧ௡ݖ ื
௔.௦.

 ௜ݖܧ
Recall the definition of almost sure convergence: 

ܲ ቀ lim
௡՜ஶ

ሺݖҧ௡ െ ௜ሻݖܧ ൌ 0ቁ ൌ 1. 
 

  :ଶ-LLNܮ 

ҧ௡ݖ ื
௅మ

 ௜ݖܧ
Recall the definition of ܮଶ convergence: 

௡ݓ ื
௅మ

଴ݓ   ֞ ௡ݓሺܧ   െ ଴ሻଶݓ
௡՜ஶ
ሱۛ ሮۛ 0 

This requires ݓ௡ to be ܮଶ integrable. 
 Note: 

௡ݓሺܧ െ ଴ሻଶݓ ൌ ௡ݓሺݎܸܽ െ ଴ሻᇣᇧᇧᇧᇤᇧᇧᇧᇥݓ
ஹ଴

൅ ሾܧሺݓ௡ െ ଴ሻሿଶᇣᇧᇧᇧᇤᇧᇧᇧᇥݓ
ஹ଴

 

So  

௡ݓሺܧ െ ଴ሻଶݓ
௡՜ஶ
ሱۛ ሮۛ 0  ֞   ൝

௡ݓሺݎܸܽ െ ଴ሻݓ
௡՜ஶ
ሱۛ ሮۛ 0

௡ݓሺܧ െ ଴ሻݓ
௡՜ஶ
ሱۛ ሮۛ 0  

In our case: ݖܧ௜ is a constant. 

ҧ௡ݖ ื
௅మ

௜ݖܧ   ֞ ҧ௡ሻݖሺݎܸܽ   ื 0 
 

ҧ௡ሻݖሺݎܸܽ ൌ ݎܸܽ ൭
1
݊ ෍ ௜ݖ

௡

௜ୀଵ

൱ 

ൌ
1

݊ଶ ෍ ௜ሻݖሺݎܸܽ
௡

௜ୀଵ

൅
1

݊ଶ ෍ ,௜ݖ൫ݒ݋ܥ ௝൯ݖ
௡

௜,௝ୀଵ
௜ஷ௝
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ൌ    
ଶߪ

݊    ᇣᇤᇥ
೙՜ಮ
ሱۛ ۛሮ଴

൅
2

݊ଶ ෍ ,௜ݖ൫ݒ݋ܥ ௝൯ݖ
ଵஸ௜ழ௝ஸ௡ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ

௡ሺ௡ିଵሻ terms

 

 
 Theorem 2 (ࡸ૛-LLN). If ሺݖ௜ሻ௜אԳ such that ݖܧ௜

ଶ ൏ ∞, and ݖܧ௜ and ܸܽݎሺݖ௜ሻ independent 
on ݅, then 

ҧ௡ݖ ื
௅మ

௜ݖܧ   ֞   
1

݊ଶ ෍ ,௜ݖ൫ݒ݋ܥ ௝൯ݖ
ଵஸ௜ழ௝ஸ௡

௡՜ஶ
ሱۛ ሮۛ 0 

 
 Theorem 3. Both the SLLN and ܮଶ-LLN imply the WLLN (convergence in probability). 

 Note that there is no clear logical relation between almost sure convergence and ܮଶ 
convergence. 
 

 Consistency of OLS estimators (i.e. estimator of ܾ and ߪଶ) 

௜ݕ ൌ ௜ݔ
ᇱܾ ൅ ,௜ݑ ቐ  ݄ݐ݅ݓ

ሺݕ௜, .݅  ௜ሻݔ ݀.
௜ሻݔ|௜ݑሺܧ ൌ 0
ଶߪ ൌ ௜ሻݑሺݎܸܽ

 

 We know 1 estimator, i.e. the OLS, by solving  
   ܺᇱ   ᇣᇤᇥ

௄ൈ௡
ሺݕ െ ܾܺሻ ൌ 0 

Want to compare the OLS estimator with the IV-estimation 
ܹᇱሺݕ െ ܾܺሻ ൌ 0 

where ܹ ൌ ሾݓଵ  ݓଶ  ுሿݓ  ڮ 
 OLS is a special case for IV-estimation. 

 
 Motivation:  

௜ݕሺܧ െ ௜ݔ
ᇱܾ଴|ݔ௜ሻ ൌ 0  ֞ ௜ݕ௜ሻሺݔሾ݂ሺܧ   െ ݊௜

ᇱܾ଴ሻሿ ൌ 0,  ݂׊
where ܾ଴ is the true unknown value.  

௛݂ሺڄሻ, ݄ ൌ 1, … , ,ܪ .ݏ ௜௛ݓ  .ݐ ൌ ௛݂ሺݔ௜ሻ 
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The IV Estimator 
 

 Consider a matrix  
ሺܹ௡ൈுሻ ൌ ሾݓଵ ଶݓ ڮ   ுሿݓ

If I assume: 
௜ሻݔ|௜ݑሺܧ ൌ 0  ֞ ௜ݕሺܧ   െ ௜ݔ

ᇱܾ|ݔ௜ሻ ൌ 0 
֞ ௜ݕ௜ሻሺݔሾ݂ሺܧ   െ ௜ݔ

ᇱܾሻሿ ൌ 0,  ݂׊
If I define ݓ௜௛ ൌ ௛݂ሺݔ௜ሻ.  
 

 Can we find ෠ܾ௪ such that  
1
݊ ෍ሾݓ௜௛ሺݕ௜ െ ௜ݔ

ᇱܾሻሿ
௡

௜ୀଵ

ൌ 0, ֞  ݄׊   ܹᇱ൫ݕ െ ܺ ෠ܾ௪൯ ൌ 0 

֞   ܹᇱถܺ
ுൈ௄

෠ܾ௪ ൌ ܹԢݕ 

Need ܪ ൒  because otherwise there will be more parameters than equations. If the number ,ܭ
of instruments is the same as the regressors, then the matrix ܹᇱܺ is invertible. However, if 
there are more instruments than regressors, then we need to use “pseudo-inverse”.  
 

 Consider a left pseudo-inverse of ܹᇱܺ, call it Π௡: 
Π௡ด

௄ൈு

ሺܹᇱܺሻ ൌ  ௄ܫ

 
 Definition. Under the maintained assumptions 

ܴܽ݊݇ሺܹሻ ൌ  ܪ
ܴܽ݊݇ሺܹᇱܺሻ ൌ  ܭ

Define:  
෠ܾ௪ ൌ Π௡ܹԢݕ 

where Π௡ is as defined above.  
 

 Example of matrix Π௡. Let Ω be a positive definite matrix of size ܪ 

Π௡ ൌ ቆܺᇱถܹ
௄ൈு

Ωณ
ுൈு

ܹᇱถܺ
ுൈ௄

ቇ
ିଵ

ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
௄ൈ௄

ܺᇱถܹ
௄ൈு

Ωณ
ுൈு

 

The inverse exists because whenever a full-rank matrix is multiplied by another full-rank 
matrix, the product is still full rank. 
 
Note that this is a class of pseudo-inverse, because a different Ω will produce a different 
Π௡.  
 
Special case where ܪ ൌ  :ܭ

Π௡ ൌ ሺܹᇱܺሻିଵΩିଵሺܺᇱܹሻିଵሺܺᇱܹሻΩ ൌ ሺܹᇱܺሻିଵ 
֜   ෠ܾ௪ ൌ ሺܹᇱܺሻିଵܹᇱݕ 

If we choose ܹ ൌ ܺ, then we’ll get the OLS estimate.  
 
In general, ܪ ൐  .so there is no unique ෠ܾ௪  →  we can talk about optimal choice of Ω ,ܭ
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 Is ෠ܾ௪ consistent? Recall the model ݕ ൌ ܾܺ଴ ൅  .ݑ

෠ܾ௪ ൌ Π௡ܹᇱݕ  ֜   ෠ܾ௪ ൌ Π௡ܹᇱሾܾܺ଴ ൅  ሿݑ
ൌ Π௡ܹᇱܾܺ଴ ൅ Π௡ܹᇱݑ 
ൌ ܾ଴ ൅ Π௡ܹᇱݑᇣᇧᇤᇧᇥ

ื
?

଴

 

 
 Assumption 1. ݊Π௡ ื

௣
Π, where Π is a fixed full-rank matrix. 

 Why is this assumption reasonable? 
• Case where ܪ ൌ  .ܭ

Π௡ ൌ ሺܹᇱܺሻିଵ   ֜   ݊Π௡ ቈ
ܹᇱܺ

݊ ቉
ିଵ

 

Remember that ܹᇱ is ሺܪ ൈ ݊ሻ and ܺ is ሺ݊ ൈ  :ሻ. By LLNܭ
ܹᇱܺ

݊ ൌ
1
݊ ෍ ௜ݔ௜ݓ

ᇱ
௡

௜ୀଵ

ื
௣

௜ݔ௜ݓሾܧ
ᇱሿ 

Here, Assumption 1 is equivalent to the LLN for ሺܹᇱܺሻ (or ݓ௜ݔ௜
ᇱ). 

 
• Case where ܪ ൐  .ܭ

݊Π௡ ൌ ቆ
ܺᇱܹ

݊ Ω
ܹᇱܺ

݊ ቇ
ିଵ ܺᇱܹ

݊ Ω 

where  
ܺᇱܹ

݊ ื
௣

௜ݓ௜ݔሺܧ
ᇱሻ,

ܹᇱܺ
݊ ื

௣
௜ݔ௜ݓሺܧ

ᇱሻ. 
So, same here, we need LLN for ሺݓ௜ݔ௜

ᇱሻ 
 

 In sum, the assumption is used to  
෠ܾ௪ ൌ ܾ଴ ൅ Π௡ܹᇱݑ 

ൌ ܾ଴ ൅ ሺ݊Π௡ሻ ቆ
ܹᇱݑ

݊ ቇ 

 
 Assumption 2. The WLLN for ሺݓ௜ݑ௜ሻ 

1
݊ ܹᇱݑ ื

௣
 ௜ሻݑ௜ݓሺܧ

 
 Assumption 3. ܧሺݓ௜ݑ௜ሻ ൌ 0 . That is, ݓ௜ ’s are valid instruments. Non-correlation 

between ݓ௜ and ݑ௜ 
Therefore, ෠ܾ௪ ื

௣
ܾ଴. 

 
 Theorem. Any IV estimator ෠ܾ௪ ൌ Π௡ܹᇱݕ such that  

 Π௡ܹᇱܺ ൌ  ௄ܫ
 ݊Π௡ ื

௣
Π 

 ܹ are valid instruments 
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 WLLN for ሺݓ௜ݑ௜ሻ௜  
are satisfied is weakly consistent, i.e. ෠ܾ௪ ื

௣
ܾ଴. 

 
 Consistent estimator of ߪଶ. 

ଶߪ ൌ ௜ݑሺܧ
ଶሻ ൌ plim ൥

1
݊ ෍ ௜ݑ

ଶ
௡

௜ୀଵ

൩ 

 The problem here is that ݑ௜’s are not observed.  
 .ො௜ are residuals and observedݑ 

 
 Theorem. Given WLLN for ሺݑ௜

ଶሻ, ሺݔ௜ݔ௜
ᇱሻ, and ሺݔ௜ݑ௜ሻ. If ෠ܾ is a consistent estimator of ܾ଴, 

then 

ොଶߪ ൌ
1
݊ ෍ ො௜ݑ

ଶ
௡

௜ୀଵ

ื
௣

 ଶߪ

where ݑො௜ ൌ ௜ݕ െ ௜ݔ
ᇱ ෠ܾ.  

 Proof.  

ොଶߪ ൌ
1
݊ ෍ ො௜ݑ

ଶ
௡

௜ୀଵ

 

ൌ
1
݊ ෍൫ݕ௜ െ ௜ݔ

ᇱ ෠ܾ൯
ଶ

௡

௜ୀଵ

 

ൌ
1
݊ ෍ൣݔ௜

ᇱܾ଴ ൅ ௜ݑ െ ௜ݔ
ᇱ ෠ܾ൧

ଶ
௡

௜ୀଵ

 

ൌ
1
݊ ෍ ௜ݑ

ଶ
௡

௜ୀଵ

൅
1
݊ ෍ ௜ݔ

ᇱ൫ܾ଴ െ ෠ܾ൯
ଶ

௡

௜ୀଵ

൅
2
݊ ෍ൣݑ௜ݔ௜

ᇱ൫ܾ଴ െ ෠ܾ൯൧
௡

௜ୀଵ

 

ื
௣

 ଶߪ
 

 Remark. The above estimator ߪොଶ is consistent, but usually biased in small/finite samples.  
 For OLS,  

1
݊ ෍ ො௜ݑ

ଶ
௡

௜ୀଵ

൑
1
݊ ෍ ௜ݑ

ଶ
௡

௜ୀଵ

   ֜ ොଶߪܧ   ൏  ଶߪ

 Proof.  

෍ ො௜ݑ
ଶ

௡

௜ୀଵ

ൌ ԡݑොԡଶ ൌ ԡܯ௑ݕԡଶ ൌ ԡܯ௑ݑԡଶ ൑ ԡݑԡଶ 

The last inequality comes from the orthogonal projection. We have equality if and 
only if ܯ௑ݑ ൌ   .ݑ

ԡଶݑ௑ܯԡܧ ൏ ԡଶݑԡܧ   ֞ ොଶߪܧ݊   ൏  .ଶߪ݊
 
 

 What is the difference between the two? 
ԡଶ|ܺሿݑ௑ܯሾԡܧ ൌ ௑ܯᇱݑሾܧ

ᇱ  ሿܺ|ݑ௑ܯ

ݑ

ݑ௑ܯ
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ൌ  ሿܺ|ݑ௑ܯᇱݑሾܧ
ൌ ሻݑ௑ܯᇱݑሾtrሺܧ |ܺሿ 
ൌ trሺܧሾܯ௑ݑᇱݑ|ܺሿሻ 

ൌ tr ቆܯ௑ ሻᇣᇧᇧᇤᇧᇧᇥܺ|ݑᇱݑሺܧ
ఙమ

ቇ 

ൌ ሺ݊ െ  ଶߪሻܭ
For OLS estimator under the assumption of spherical variance (i.e. ܧሺݑᇱݑ|ܺሻ ൌ   ,(ଶߪ

ොԡଶ|ܺሻݑሺԡܧ ൌ ሺ݊ െ ଶߪሻܭ   ֜   
1

݊ െ ܭ
ԡݑොԡଶ ൌ

1
݊ െ ܭ ෍ ො௜ݑ

ଶ
௡

௜ୀଵ

 

So the unbiased estimator ଵ
௡

∑ ො௜ݑ
ଶ௡

௜ୀଵ  underestimates ߪଶ. 
 
When ݊ ب ሺ݊ െ  .ሻ and ݊ become closer and closer to each otherܭ
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Spherical and Non-Spherical Variance of the Error Term 
 

 Recall that ܸܽݎሺݑሻ ൌ  .Today we want to consider the “non-spherical” case .ܫଶߪ
 Can we standardize the multivariate ݑ?  

௡,ଵݑ ׽ ࣨሺ0, Ωሻ 
Ω ൌ Ωଵ ଶ⁄ Ωଵ ଶ⁄ ᇱ

 
 

 Any  symmetric matrix Ω can be decomposed as: 
Ω ൌ ܲΛܲᇱ 

where ܲܲᇱ ൌ   .and Λ is diagonal (i.e. ܲ is orthogonal matrix) ܫ
 Note that Ω is symmetric but also positive definite. So all its eigenvalues are strictly 

positive; that is, Λଵ ଶ⁄  is well defined. 
ܲΛܲᇱ ൌ ܲΛଵ ଶ⁄ Λଵ ଶ⁄ ܲᇱ 

ൌ ൫ܲΛଵ ଶ⁄ ൯൫Λଵ ଶ⁄ ܲᇱ൯ 
ൌ Ωଵ ଶ⁄ Ωଵ ଶ⁄ ᇱ

 
Notation: Ωିଵ ଶ⁄ ൌ ൫Ωଵ ଶ⁄ ൯ିଵ

. Then, 
൫Ωିଵݎܸܽ ଶ⁄ ൯ݑ ൌ Ωିଵ ଶ⁄ ሻΩିଵݑሺݎܸܽ ଶ⁄ ᇱ 

ൌ Ωିଵ ଶ⁄ ΩΩିଵ ଶ⁄ ᇱ 
ൌ Ωିଵ ଶ⁄ Ωଵ ଶ⁄ Ωଵ ଶ⁄ ᇱΩିଵ ଶ⁄ ᇱ 
ൌ  ܫ

֜   Ωିଵ ଶ⁄ ݑ ׽ ࣨሺ0,  ሻܫ
֜   ൫Ωିଵ ଶ⁄ ൯ᇱ൫Ωିଵݑ ଶ⁄ ൯ݑ ൌ ݑᇱΩିଵݑ ׽ ߯ଶሺ݊ሻ 

 
 Remark. The shape of a confidence region (because we’re considering a vector) 

ܲሺݑᇱΩିଵݑ ൑ ଵିఈሻݍ ൌ  ߙ
where ݍ is the appropriate quantile of ߯ଶሺ݊ሻ distribution.  
 In the spherical case: Ω ൌ   ,ܫଶߪ

ܲ ቆ
ݑᇱݑ
ଶߪ ൑ ଵିఈቇݍ ൌ  ߙ

→  shape = sphere centered around 0 with ray ߪඥݍଵିఈ 
 More generally, 

Ω ൌ

ۉ

ۇ

ଵߪ
ଶ 0 ڮ 0

0 ଶߪ
ଶ ڭ

ڭ ڰ 0
0 0 ڮ ௡ߪ

ଶی

ۊ   ֜   ܲ ൭෍
௜ݑ

ଶ

௜ߪ
ଶ

௡

௜ୀଵ

൑ ଵିఈ൱ݍ ൌ  ߙ

→  shape = ellipse centered around 0. 
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Asymptotic Probability Distribution 
 

 Reminder: 
 Suppose ݖ௜ு,ଵ identically distributed. Then, WLLN says 

ҧ௡ݖ ൌ
1
݊ ෍ ௜ݖ

௡

௜ୀଵ

ื
௣

௜ݖܧ ൌ  ߤ

 If ܸܽݎሺݖ௜ሻ ൏ ∞ and ݖ௜ iid, then 

ҧ௡ሻݖሺݎܸܽ ൌ
1
݊  ௜ሻݖሺݎܸܽ

Suppose we rescale by ߙ ് 1 2⁄ , 

݊ఈሺݖҧ௡ െ ሻߤ ՜ ൞
0 if  ߙ ൏

1
2

∞ if  ߙ ൐
1
2

 

 
 Central Limit Theorem  (Lindeberg-Levy).  

If ݖ௜ு,ଵ is iid with ݖܧ௜ ൌ ௜ሻݖሺݎܸܽ and ߤ ൌ Σு,ு, then 

√݊ሺݖҧ௡ െ ሻߤ ื
ௗ

ࣨሺ0, Σሻ. 
 

 Remark. Convergence in distribution. ௡ܸ ื
ௗ

ܸ if and only if we have something like 
ܲሺ ௡ܸ א ሻܣ

௡՜ஶ
ሱۛ ሮۛ ܲሺܸ א  ሻܣ

If dimሺ ௡ܸሻ ൌ 1, then 

௡ܸ ื
ௗ

ܸ  ֞ where the function is well‐defined  ൜  ݔ׊  
ݔ ՜ ܲሺܸ ൑ ሻݔ

ሻݔ௏೙ሺܨ ՜  ሻݔ௏ሺܨ

or  ܲሺ ௡ܸ ൑ ሻݔ ՜ ܲሺܸ ൑  ሻݔ
Recall that  

௡ܸ ื
௣

ܸ  
֗֜

  ௡ܸ ื
ௗ

ܸ. 
When ܸ is deterministic,  

௡ܸ ื
௣

ܸ  ֞   ௡ܸ ื
ௗ

ܸ 
because in this case the joint distributions of ௡ܸ and ܸ are known.  

൝ ௡ܸ ื
ௗ

ܸ ሺnot deterministicሻ

ܼ௡ ื
ௗ

ܽ ሺdeterministicሻ
  ֜   ൬ ௡ܸ

ܼ௡
൰ ื

ௗ
ቀܸ

ܽቁ 

 
But (!!!)  

൝ ௡ܸ ื
ௗ

ܸ ሺݎ. .ݒ ሻ

ܼ௡ ื
ௗ

ܽ ሺݎ. .ݒ ሻ
  ֚֙  ൬ ௡ܸ

ܼ௡
൰ ื

ௗ
ቀܸ

ܼቁ 

 
 Corollary.  

௡ݖ ื
ௗ

ࣨሺ0, Σሻ

௡ܣ ื
௣

ܣ
ൡ   ֜ ௡ݖ௡ܣ   ื

ௗ
ࣨሺ0,  ᇱሻܣΣܣ
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 Asymptotic distribution of IV estimation. 

෠ܾௐ ൌ Π௡ܹᇱݕ, Π௡  ݏ. Π௡ܹᇱܺ  .ݐ ൌ  ܫ
֜   ෠ܾௐ ൌ ܾ଴ ൅ Π௡ܹᇱݑ, ׶ ݕ ൌ ܾܺ଴ ൅  ݑ

And  

√݊Π௡ܹᇱݑ ൌ ݊Π௡ถ
՜ஈ

ܹᇱݑ
√ถ݊

ୀ ଵ
√௡

∑ ௪೔௨೔
೙
೔సభ

 

 
 Assume: ሺݓ௜, ,௜ݕ   ௜ are valid instrumentsݓ ௜ሻ jointly iid, andݔ

௜ሻݑ௜ݓሺݎܸܽ ൌ  ௜ሻᇱሿݑ௜ݓ௜ሻሺݑ௜ݓሾሺܧ
Σௐ ൌ ௜ݑሺܧ

ଶݓ௜ݓ௜
ᇱሻ 

 Theorem.  

√݊൫෠ܾௐ െ ܾ଴൯ ื
ௗ

ࣨሺ0, ΠΣௐΠᇱሻ 
 Interpretation. For ݊  large enough, the probability distribution of ෠ܾௐ  can be 

approximated by ࣨ ቀܾ଴, ଵ
௡

ΠΣௐΠᇱቁ. 
 Can assess this approximation by Monte Carlo. 

 
 Lemma (in Davidson’s Book).  

min
ஈ

ሺΠΣΠᇱሻ , .ݏ ܮΠ  .ݐ ൌ  ܮ ௄  for some given matrixܫ
where Σு,ு is positive definite, ܮு,௄ has rank ܭ. The solution to the above problem is 

Πכ ൌ ሺܮᇱΣିଵܮሻିଵܮᇱΣିଵ. 
 

 Remark. Πכ is the solution of the minimization if and only if 
Πܮכ ൌ  ܫ
ΠכΣΠכ ا ΠΣΠ, Π׊ ׷ Πܮ ൌ  ܫ

 What does “ا” mean? Consider a vector ݒ ൌ ߙ ൅  .are uncorrelated ߚ and ߙ where ,ߚ
ሻݒሺݎܸܽ ൌ ሻߙሺݎܸܽ ൅  ሻߚሺݎܸܽ

We say 
ሻݒሺݎܸܽ ب ሻߙሺݎܸܽ   ֞   ൫ܸܽݎሺݒሻ െ  ሻ൯  is psdߙሺݎܸܽ

֞ ݔ׊   ׷ ሻݒሺݎᇱ൫ܸܽݔ െ ݔሻ൯ߙሺݎܸܽ ൒ 0 
 In our case, 

൫෠ܾௐ݊√ൣݎܸܽ െ ܾ଴൯൧ ൌ Ω. 
Suppose there is another estimator ܾכ such that  

כሺܾ݊√ൣݎܸܽ െ ܾ଴ሻ൧ ൌ Ωכ. 
Then, 

Ωכ ا Ω  ֞ ܽ׊   ׷ ܽᇱሺΩ െ Ωכሻܽ ൒ 0 
֞ ܽ׊   ׷ ܽᇱΩܽ ൌ ൫෠ܾௐܽ݊√ൣݎܸܽ െ ܾ଴൯൧ ൒ כሺܾܽ݊√ൣݎܸܽ െ ܾ଴ሻ൧ ൌ ܽᇱΩܽכ 

i.e. ܾכ is better than ෠ܾௐ in terms of variance. 
 

 Proof of the lemma. Suppose Π ൌ Πכ ൅   We have .ܦ
Πܮ ൌ Πܮכ ൌ ֜  ܫ ܮܦ   ൌ 0. 
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Then,  
ΠΣΠᇱ ൌ ሺΠכ ൅ כሻΣሺΠܦ ൅  ሻᇱܦ

ൌ ΠכΣΠכᇱ ൅ ΠכΣܦᇱ ൅ ᇱכΣΠܦ ൅  ᇱܦΣܦ
We want to show that  

ΠΣΠᇱ െ ΠכΣΠכᇱ ب 0  ֞   ΠכΣܦᇱ ൅ ᇱכΣΠܦ ൅ ᇱܦΣܦ ب 0 
Note that  

ᇱܦΣܦ ب 0  ֚ ߙᇱሻܦΣܦᇱሺߙ   ൌ ሺܦᇱߙሻᇱΣሺܦᇱߙሻ ൒ 0. 
It is enough to show that  

ΠכΣܦᇱ ൅ ᇱכΣΠܦ ب 0 
However, this is not easy, so we would instead show that  

ΠכΣܦᇱ ൅ ᇱכΣΠܦ ൌ 0 
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Asymptotic Variance of IV Estimator 
 

 Recall from last time 
 Theorem.  

√݊൫෠ܾௐ െ ܾ଴൯ ื
ௗ

ࣨሺ0, ΠΣௐΠᇱሻ 
 Lemma.  

min
ஈ

ሺΠΣΠᇱሻ , .ݏ ܮΠ  .ݐ ൌ  ௄ܫ
with Σ positive definite and ݇݊ܽݎሺܮሻ ൌ  .ܭ
 

 Proof of Lemma.  
Π ൌ Πכ ൅ ֜  ܦ ܮܦ   ൌ 0 

ΠΣΠᇱ ൌ ሺΠכ ൅ כሻΣሺΠܦ ൅  ሻᇱܦ
ൌ ΠכΣΠכᇱ ൅ ᇱכΣΠܦ ൅ ΠכΣܦᇱ ൅  ᇱܦΣܦ

To conclude that ΠΣΠᇱ െ ΠכΣΠכᇱ ب 0  (because ܦΣܦᇱ ب 0  and ΠכΣΠכᇱ ب 0 ), it is 
enough to show that  

ᇱכΣΠܦ ൅ ΠכΣܦᇱ ൌ 0 
But since ሺܦΣΠכᇱሻᇱ ൌ ΠכΣܦ, it is enough to show that  

ᇱכΣΠܦ ൌ 0 or ΠכΣܦᇱ ൌ 0 
Idea: define Πכ such that  

ΠכΣܦᇱ ൌ 0. 
Note that ܮܦ ൌ ᇱܦᇱܮ ൌ 0. Then, for any matrix ܣ, define 

Πכ ؔ  ᇱΣିଵܮܣ
such that ΠכΣܦᇱ ൌ 0. We also need to make sure Πכ as defined is a valid candidate, i.e. 

Πܮכ ൌ ௄ܫ   ֞ ܮᇱΣܮܣ   ൌ  ௄ܫ
where the matrix ܮᇱΣܮ has full rank and thus invertible. Therefore, let  

ܣ ൌ ሺܮᇱΣܮሻିଵ. 
Therefore, the solution to the minimization problem is 

Πכ ൌ ሺܮᇱΣܮሻିଵܮᇱΣିଵ. 
This completes the proof. 
 

 The “best” IV estimator (i.e. the one with the smallest asymptotic variance).  
Πכ ൌ ሼܧሺݔ௜ݓ௜

ᇱሻሾܧሺݑ௜
ଶݓ௜ݓ௜

ᇱሻሿିଵܧሺݔ௜ݓ௜
ᇱሻᇱሽିଵܧሺݔ௜ݓ௜

ᇱሻሾܧሺݑ௜
ଶݓ௜ݓ௜

ᇱሻሿିଵ 
Thus,  

݊√൫ݎܸܽ ෠ܾௐ
כ ൯ ൌ ሾܧሺݔ௜ݓ௜

ᇱሻΣௐܧሺݓ௜ݔ௜
ᇱሻሿିଵ 

with Σௐ ൌ ௜ݑሺܧ
ଶݓ௜ݓ௜

ᇱሻ. 
 
So the optimal IV estimator (for given ܹ): 

෠ܾௐ
כ ൌ Π௡

כ ܹᇱݕ 
where Π௡

כ ൌ ൣሺܺᇱܹሻΣ෠ିଵሺܹᇱܺሻ൧ିଵܺᇱܹΣ෠ିଵ. 
 
Recall that the difference between Π௡

כ  and Πכ is that ݊Π௡
כ ื

ௗ
Πכ. So to apply LLN, 

݊Π௡
כ ൌ ቈ

ሺܺᇱܹሻ
݊ Σ෠ିଵ ሺܹᇱܺሻ

݊ ቉
ିଵ ܺᇱܹ

݊ Σ෠ିଵ. 
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Feasible Estimate of the IV Estimator 
 

 Recall optimal IV for given ܹ: 
Π௡ ൌ ൣܺᇱܹΣ෠ିଵܹᇱܺ൧ିଵܺᇱܹΣ෠ିଵ and ෠ܾௐ ൌ Π௡ܹᇱݕ 

 
 Recall Σ෠ is a consistent estimator of Σௐ ൌ ௜ݑሺܧ

ଶݓ௜ݓ௜
ᇱሻ 

 Note: it is enough to provide estimate of ܽΣௐ, e.g. ܽΣ෠ௐ 
 

(1) Conditional homoscedasticity   
௜ݓ  ൌ ݂ሺݔ௜ሻ 
 Endogeneity: ݓ௜ ് ݂ሺݔ௜ሻ because ൓ሺݔ௜ ٣  ௜ሻݑ

Σௐ ൌ ௜ݑሾܧ
ଶݓ௜ݓ௜

ᇱሿ ൌ ܧ ൝ܧሺݑ௜
ଶหݓ௜ሻᇣᇧᇧᇤᇧᇧᇥ

ఙమ

௜ݓ௜ݓ
ᇱൡ ൌ ௜ݓ௜ݓሾܧଶߪ

ᇱሿ 

Take Σ෠ ൌ ఙమ

௡
ܹԢܹ. Then, in the conditional homoscedasticity case 
Π௡ ൌ ሺܺᇱ

ௐܲܺሻିଵܺᇱܹሺܹᇱܹሻିଵ   ֜   ෠ܾௐ ൌ ሺܺᇱ
ௐܲܺሻିଵܺᇱ

ௐܲݕ 
where ௐܲ ൌ ܹሺܹᇱܹሻିଵܹᇱ.  
 Remark. This formula is very similar to the Frisch-Waugh, and leads to a 2-step 

procedure: 
(i) “Projection”:  ௐܲܺ, i.e. OLS ܺ௞ onto ܹ 

(ii) “OLS”:   ݕ onto ௐܲܺ 
 

 Theorem. 2S-OLS is the optimal IV for given ܹ under conditional homoscedasticity.  
 

 Special case where ݓ௜ ൌ ݂ሺݔ௜ሻ, i.e. ܺ are exogenous. 
ݕ ൌ ܾܺ ൅  ݑ

ሻܺ|ݕሺݎܸܽ ൌ ሻܺ|ݑሺݎܸܽ ൌ ,ܫଶߪ ሾsphericalሿ 
Then, we have 

൫ݎܸܽ ෠ܾௐหܺ൯ ൌ ሺܺᇱ
ௐܲܺሻିଵܺᇱ

ௐܸܲܽݎሺݕ|ܺሻ ௐܲܺሺܺᇱ
ௐܲܺሻିଵ 

ൌ ଶሺܺᇱߪ
ௐܲܺሻିଵ 

 If we want to compare OLS and IV variances: 
൫ݎܸܽ ෠ܾௐหܺ൯ ൌ ଶሺܺᇱߪ

ௐܲܺሻିଵ 
൫ݎܸܽ ෠ܾை௅ௌหܺ൯ ൌ  ଶሺܺᇱܺሻିଵߪ

We can conclude that ܸܽݎ൫ ෠ܾௐหܺ൯ is bigger, because whenever we do an orthogonal 
projection, the length of a vector becomes smaller (norm-wise). So  

ሺܺᇱ
ௐܲሻሺ ௐܲܺሻ ا ሺܺᇱܺሻ   ֞   ܺᇱ ሺܯௐሻᇣᇤᇥ

଴ب

ܺ ب 0 

֜   ሺܺᇱ
ௐܲܺሻିଵ ب ሺܺᇱܺሻିଵ. 

Therefore, OLS is always as good as IV, and sometimes better. 
 

 Why do we do IV then? 
• When ܺ are endogenous. [Recall: ݓ௜ ് ݂ሺݔ௜ሻ in this case] 
• When ܺ are exogenous and conditional homoscedastic: 

௜ݑሺܧ
ଶหݔ௜ሻ ൌ  ௜ሻݔሺߪ
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So that we capture some information that is left in the ߪଶ. 
 

 Theorem. If ݑො௜ ൌ ௜ݕ െ ௜ݔ
ᇱ ෠ܾ, where ෠ܾ is a consistent estimator, then 

Σ෠ ൌ
1
݊ ෍ ො௜ݑ

ଶݓ௜ݓ௜
ᇱ

௡

௜ୀଵ

ื Σௐ 

under the appropriate LLN. 
 Proof.  

1
݊ ෍ ො௜ݑ

ଶݓ௜ݓ௜
ᇱ

௡

௜ୀଵ

ൌ
1
݊ ෍ൣݑ௜ ൅ ௜ݔ

ᇱ൫ܾ െ ෠ܾ൯൧
ଶ

௜ݓ௜ݓ
ᇱ

௡

௜ୀଵ

 

ൌ
1
݊ ෍ ௜ݑ

ଶݓ௜ݓ௜
ᇱ

௡

௜ୀଵ

൅
1
݊ ෍ൣݔ௜

ᇱ൫ܾ െ ෠ܾ൯൧
ଶ

௜ݓ௜ݓ
ᇱ

௡

௜ୀଵ

൅
2
݊ ෍ ௜ݑ ௜ݔ

ᇱ൫ܾ െ ෠ܾ൯ᇣᇧᇧᇤᇧᇧᇥ
Թא

௜ݓ௜ݓ
ᇱ

௡

௜ୀଵ

 

Need LLN for ݔ௜ݔ௜
ᇱݓ௜ݓ௜

ᇱ and ݔ௜ݑ௜ݓ௜ݓ௜
ᇱ, and ݑ௜

ଶݓ௜ݓ௜
ᇱ. 

This is more restrictive because we need moments of order 4. 
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Asymptotic Variance (cont’d) 
 

 Σ ൌ ௜ݑሾܧ
ଶݓ௜ݓ௜

ᇱሿ with estimator  

Σ෠ ൌ
1
݊ ෍ሺݑො௜

ଶݓ௜ݓ௜
ᇱሻ

௡

௜ୀଵ

 

 Remark. Eicker-White estimator 

Σ෠ ൌ
1
݊ ܹᇱΔ෡ܹ 

where  

Δ෡ ൌ

ۉ

ۇ

ොଵݑ
ଶ 0

ොଶݑ
ଶ

ڰ
0 ො௡ݑ

ଶی

 ۊ

Coefficient ሺ݇, ℓሻ of Σ෠ is  
1
݊ ෍ ො௜ݑ௜ℓݓ௜௞ݓ

ଶ
௡

௜ୀଵ

 

Note that Δ෡ is not an estimator of Σ. 
 The feasible estimator is then, 

෠ܾௐ ൌ ൫ܺᇱܹΣ෠ିଵܹᇱܺ൯ିଵܺᇱܹΣ෠ିଵܹᇱݕ 
with Σ෠ ൌ ܹᇱΔ෡ܹ. 
 It has the same asymptotic distribution as the infeasible estimator 

ܾௐ
כ ൌ ቈܺᇱܹ ሺܹᇱΩܹሻᇣᇧᇧᇤᇧᇧᇥ

ஊ

ିଵ ܹᇱܺ቉
ିଵ

ܺᇱܹሺܹᇱΩܹሻିଵܹԢݕ 

where Ω ൌ ሻ. The variance of ܾௐܺ|ݕሺݎܸܽ
כ  is 

ሺܾௐݎܸܽ
כ |ܺሻ ൌ  ሻܺ|ݕܣሺݎܸܽ

ൌ  ᇱܣሻܺ|ݕሺݎܸܽ ܣ
ൌ  ᇱܣΩܣ
ൌ ሾܺᇱܹሺܹᇱΩܹሻିଵܹᇱܺሿିଵ 

where ܣ ൌ ሾܺᇱܹሺܹᇱΩܹሻିଵܹᇱܺሿିଵܺᇱܹሺܹᇱΩܹሻିଵܹԢ. 
 

 The optimal instruments (i.e. the best matrix ܹ). 
 Theorem. ሾܺᇱܹሺܹᇱΩܹሻିଵܹᇱܺሿିଵ is minimum for ܹ ൌ Ωିଵܺ 

 Ωିଵܺ is the optimal instrument 
 ܾௐ

כ ൌ ሺܺᇱΩିଵܺሻିଵܺᇱΩݕ. This is the generalized least squares (GLS) estimator 
ሺܾௐݎܸܽ 

כ |ܺሻ ൌ ሺܺᇱΩିଵXሻିଵ 
 

 Comments: 
• GLS is characterized as the optimal IV estimator when ܸܽݎሺݑ|ܺሻ ൌ Ω  and 

ܹ ൌ ݂ሺܺሻ 
• GLS is infeasible (because Ω is unknown) 
• The theorem is also true when Ω is not diagonal. 
 

 Proof. We want to show that, for any ܹ, 
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ܺᇱܹሺܹᇱΩܹሻିଵܹᇱܺ ا ܺᇱΩିଵܺ ሺכሻ 
Note that the optimal ܹ is given by 

כܹ ൌ Ωିଵܺ ൌ Ωିଵ ଶ⁄ ᇱ Ωିଵ ଶ⁄ ܺᇣᇧᇤᇧᇥ
௑෨

 

Write any other ܹ as  
ܹ ൌ Ωିଵ ଶ⁄ ᇱܼ 

Then,  
ሺכሻ   ֞   ܺᇱΩିଵ ଶ⁄ ᇱܼሺܼᇱܼሻିଵܼᇱΩିଵ ଶ⁄ ܺ ا ܺᇱΩܺ 

֞   ෨ܺ ᇱ
௓ܲ ෨ܺ ا ෨ܺᇱ ෨ܺ 

 
 Interpretation of GLS: 

 IV estimator with ܹ ൌ Ωିଵܺ,  
ܹᇱሺݕ െ ܾܺௐ

כ ሻ ൌ 0  ֞   ܺᇱΩିଵᇣᇤᇥ
oblique

projection

ሺݕ െ ܾܺௐ
כ ሻ ൌ 0 

 
ݕ ൌ ܾܺ ൅  ݑ

with ܸܽݎሺݑ|ܺሻ ൌ Ω ൌ Ωଵ ଶ⁄ Ωଵ ଶ⁄ ᇱ
 

֜   Ωିଵ ଶ⁄ ݕ ൌ Ωିଵ ଶ⁄ ܾܺ ൅ Ωିଵ ଶ⁄ ᇣᇧᇤᇧᇥݑ
௩

 

with ܸܽݎሺݒ|ܺሻ ൌ  .ܫ
 
Now that we have spherical errors, we know that OLS is optimal. 

ቀܺᇱΩିଵ ଶ⁄ ᇱΩିଵ ଶ⁄ ܺቁ
ିଵ

ቀܺᇱΩିଵ ଶ⁄ ᇱΩିଵ ଶ⁄ ቁݕ ൌ ሺܺᇱΩିଵܺሻିଵܺᇱΩିଵݕ 
 This is the GLS formula! 
 GLS is simply OLS on standardized errors. 

 
 Feasible GLS 

 Ω can be  
 diagonal, if iid 

Ω ൌ

ۉ

ۇ

ଵሻݔଶሺߪ 0
ଶሻݔଶሺߪ

ڰ
0 ی௡ሻݔଶሺߪ

 ۊ

and  

Ωିଵ ଶ⁄ ݕ ൌ Ωିଵ ଶ⁄ ܾܺ ൅ Ωିଵ ଶ⁄ ֞  ݑ   ቌ
ڭ

௜ݕ

௜ሻݔଶሺߪ
ڭ

ቍ ൌ ൮
ڭ

ڮ
௜௞ݔ

௜ሻݔሺߪ ڮ

ڭ

൲ ܾ ൅ ቌ
ڭ

௜ݑ

௜ሻݔሺߪ
ڭ

ቍ 

Then, GLS is 

min
௕

൥෍ ቆ
௜ݕ

௜ሻݔሺߪ െ
௜ݔ

ᇱܾ
௜ሻቇݔሺߪ

ଶ௡

௜ୀଵ

൩
ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ

sum of weighted squares 
of residuals

 

This is the WLS (weighted least squares). 
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 serial correlation, GLS is usually useless. 

Ωିଵ ଶ⁄ ݕ ൌ Ωିଵ ଶ⁄ ൭
ڭ

௧ݕ
ڭ

൱ ൌ Ωିଵ ଶ⁄ ܾܺ ൅ Ωିଵ ଶ⁄  ݑ

If Ω is not diagonal, then ݕ෤ ؠ Ωିଵ ଶ⁄  .௧ݕ contains mixture of different observations of ݕ
This does not make sense. 
 

 Feasible GLS or optimal WLS: 
෠ܾ ൌ ሺܺᇱΩିଵܺሻିଵܺᇱΩିଵݕ 

Here the Eicker-White does not help because we need an estimator of Ω.  
We need some assumptions about the covariance structure of ݑ, e.g. 

௜ሻݔଶሺߪ ൌ ௜ݑሾܧ
ଶหݔ௜ሿ ൌ ௜ݖ

ᇱߙ 
where ݖ௜ ൌ ݂ሺݔ௜ሻ. 
 Summary: 

(1) OLS of ݕ௜ on ݔ௜  →  ෠ܾ and ݑො௜ 
(2) OLS of ݑො௜

ଶ on ݖ௜  →  ߙො and ߪଶሺݔ௜ሻ 

(3) min௕ ∑ ቂ௬೔ି௫೔
ᇲ௕

ఙෝሺ௫೔ሻ ቃ
ଶ

௡
௜ୀଵ   →  ෠ܾ෠ which is asymptotically equivalent to ܾீ௅ௌ. 
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Asymptotic Tests 
 

 Wald tests of hypothesis about ܾ: 

√݊൫෠ܾௐ െ ܾ଴൯ ื
ௗ

ࣨ ቀ0, ൫ݎܸܽ ܣ ෠ܾௐ൯ቁ 
଴ܪ ׷ ݃ሺܾ଴ሻᇣᇤᇥ

ሺ௣,ଵሻ
ൌ 0, ݌ ൑  ܭ

Here ݃ሺڄሻ is (either linear or non-linear) restrictions on the ܭ elements in ෠ܾௐ. 
 

 Example 1. Production function 
ln ܳ௜ ൌ ܾଵ ൅ ܾଶ ln ௜ܭ ൅ ܾଷ ln ௜ܮ ൅  ௜ݑ

Testing constant returns to scale: ܪ଴ ׷ ܾଶ ൅ ܾଷ െ 1 ൌ 0. 
 

 General linear hypothesis: 
଴ܪ ׷ ܴܾ െ ݎ ൌ 0 

where ܴ is ሺ݌, ,݌is ሺ ݎ ,ሻܭ 1ሻ, and ݇݊ܽݎሺܴሻ ൌ  linear restrictions on ݌ So we are testing .݌
 parameters. The full column rank assumption means that we’re not testing the same ܭ
restriction twice. 
 In Example 1, we have  

ܴ ൌ ሺ0 1 1ሻ, ݎ ൌ 1, ܾ ൌ ൭
ܾଵ
ܾଶ
ܾଷ

൱ 

So we’re testing one (݌ ൌ 1) restriction on three parameters. 
 

 Example 2. Non-linear restrictions. 
௧ݕ ൌ ܽ ൅ ௧ݔ଴ߠ ൅ ௧ିଵݔଵߠ ൅ ௧ିଶݔଶߠ ൅ ڮ ൅  ௧ݑ

 Introduce the lag-operator ܮ: 

௧ݕ ൌ ܽ ൅ ෍ሺߠ௛ܮ௛ሻݔ௧ ൅ ௧ݑ

?

௛ୀ଴

 

where ܮ௛ݔ௧ ൌ  ௧ି௛. Treating the sum as a polynomial, we haveݔ

ሺߠ଴ ൅ ܮଵߠ ൅ ڮ ሻ ൌ
ܿ଴ ൅ ܿଵܮ
1 ൅ ܽଵܮ   ֜   ሺߠ଴ ൅ ܮଵߠ ൅ ڮ ሻሺ1 ൅ ܽଵܮሻ ൌ ܿ଴ ൅ ܿଵܮ 

This means we have a finite number (i.e. 3 in this case) of the restrictions. This allows 
us to accommodate an infinite number of parameters: 

଴ߠ ൌ ܿ଴, ሾorder 0ሿ 
଴ܽଵߠ ൅ ଵߠ ൌ ܿଵ, ሾorder 1ሿ 
ଵܽଵߠ ൅ ଶߠ ൌ 0, ሾorder 2ሿ 
ଶܽଵߠ ൅ ଷߠ ൌ 0, ሾorder 3ሿ 

 ڭ
 3 free parameters ߠ଴, ,ଵߠ  ଶߠ
 All the other ones are functions of them: 

ଷߠ ൌ െߠଶܽଵ ൌ െ
ଶߠ

ଶ

ଵߠ
 

which is nonlinear. 
 Formulate the hypothesis as  
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଴ܪ ׷ ଷߠ ൌ
ଶߠ

ଶ

ଵߠ
  ֞ ଴ܪ   ׷ ଷߠଵߠ െ ଶߠ

ଶᇣᇧᇧᇤᇧᇧᇥ
௚ሺఏሻୀ଴

ൌ 0 

Use Taylor expansion: 

݃ሺߠሻ ൎ ݃ሺߠ଴ሻ ൅
߲݃ሺߠ଴ሻ

ᇱߠ߲ ሺߠ െ  ଴ሻߠ
where ߠ଴ is a vector of the true values. 
 

 General case:   
݃ ׷ Թ௄ ՜ Թ௣ 

ܾ հ ݃ሺܾሻ 
Then, 

߲݃ሺ௣,ଵሻ

߲ܾሺଵ,௄ሻ
ᇱ

ᇣᇤᇥ
ሺ௣,௄ሻ

ൌ ൦

ڭ

ڮ
߲݃௜

߲ܾ௞
ڮ

ڭ

൪ 

Recall that  

൬
߲݃
߲ܾᇱ൰

ᇱ

ൌ
߲݃ᇱ

߲ܾ  
We require that  

݇݊ܽݎ ቆ
߲݃ሺܾ଴ሻ

߲ܾᇱ ቇ ൌ  ݌
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Asymptotic Testing 
 

 We have some estimator ෠ܾௐ of the true parameter ܾ଴, and  

√݊൫෠ܾௐ െ ܾ଴൯ ื
ௗ

ࣨ ቀ0, ൫ݎܸܽܣ ෠ܾௐ൯ቁ 
଴ܪ  ׷ ݃ሺܾ଴ሻ ൌ 0, where ݃ሺڄሻ is a vector of size ݌ 

 If ݃ is linear, ݃ሺܾ଴ሻ ൌ ܴܾ଴ with ݇݊ܽݎሺܴሻ ൌ  ݌
 If ݃ is nonlinear, we require ݇݊ܽݎ ቀడ௚൫௕బ൯

డ௕ᇲ ቁ ൌ  ݌
 

 What is the pdf of ݃൫෠ܾௐ൯? 
 Delta method.  

Suppose that √݊൫෠ܾௐ െ ܾ଴൯ ื
ௗ

ࣨ ቀ0, ൫ݎܸܽܣ ෠ܾௐ൯ቁ, and that ݃ א ࣝଵ. Then, 

√݊ ቀ݃൫෠ܾௐ൯ െ ݃ሺܾ଴ሻቁ ื
ௗ

ࣨ ቆ0,
߲݃ሺܾ଴ሻ

߲ܾᇱ ൫ݎܸܽܣ ෠ܾௐ൯
߲݃ᇱሺܾ଴ሻ

߲ܾ ቇ 

 Proof. For simplicity, assume that we’re in dimension one, i.e. ݌ ൌ 1. We use instead 
of the Taylor expansion, the mean value theorem. 

݃൫෠ܾௐ൯ ൌ ݃ሺܾ଴ሻ ൅
߲݃൫ ෨ܾ൯

߲ܾᇱ ൫ ෠ܾௐ െ ܾ଴൯ 

where ෨ܾ is between ܾ଴ and ෠ܾௐ. Rescaling by √݊, we get 

√݊ ቀ݃൫෠ܾௐ൯ െ ݃ሺܾ଴ሻቁ ൌ
߲݃൫ ෨ܾ൯

߲ܾᇱ √݊൫ ෠ܾௐ െ ܾ଴൯ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ื
೏

ࣨ

 

From ෨ܾ  is between ෠ܾௐ and ܾ଴ and ෠ܾௐ ื
௣

ܾ଴   ֜   ෨ܾ ื
௣

ܾ଴. By assumption, ߲݃ ߲ܾᇱ⁄  
is continuous, we have 

߲݃൫ ෨ܾ൯
߲ܾᇱ ื

௣ ߲݃ሺܾ଴ሻ
߲ܾᇱ . 

Recall that  
ܺ௡ ื

ௗ
ܺ

௡ܻ ื
௣

ܽ
ൡ   ֜   ൬ܺ௡

௡ܻ
൰ ื

ௗ
ቀܺ

ܽቁ. 

This completes the proof. 
 

 Under ܪ଴ ׷ ݃ሺܾ଴ሻ ൌ 0, 

√݊ ݃൫ ෠ܾௐ൯ ื
ௗ

ࣨ ൬0, ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ൰ 

֜ ௡ݓ   ൌ ൣ√݊ ݃ᇱ൫ ෠ܾௐ൯൧ ቂݎܸܽܣ ቀ݃൫ ෠ܾௐ൯ቁቃ
ିଵ

ൣ√݊ ݃൫ ෠ܾௐ൯൧ ื
ௗ

߯ଶሺ݌ሻ 
 

 Critical region (i.e. region where ܪ଴ is REJECTED) of the test: 
௡ܥ ൌ ሼݓ௡ ൐ ߯ଵିఈ

ଶ ሺ݌ሻሽ 
the quantile of ߯ଶሺ݌ሻ distribution with level ሺ1 െ  .ሻߙ

 
 Two properties of asymptotic tests: 
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 Property 1 (under ܪ଴). If ܪ଴ is true, Prሺܥ௡ሻ
௡՜ஶ
ሱۛ ሮۛ  test result is true at the asymptotic]  ,ߙ

level, cf. the Monte Carlo exercise of hw2]. 
 Property 2 (under ܪ௔). If ܪ଴ is not true, Prሺܥ௡ሻ

௡՜ஶ
ሱۛ ሮۛ 1,  [consistent test].  

 Proof. 

௡ݓ ൌ ݊ ݃ᇱ൫ ෠ܾௐ൯ᇣᇧᇤᇧᇥ
ื
೛

௚ᇲሺ௕బሻ

 ቂݎܸܽܣ ቀ݃൫ ෠ܾௐ൯ቁቃᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ื
೛

a p.d. matrix

ିଵ
݃൫ ෠ܾௐ൯

ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ืnumberவ଴

௡՜ஶ
ሱۛ ሮۛ ൅ ∞ 

From ݓ௡ ௡՜ஶ
ሱۛ ሮۛ ∞ we conclude that Prሺܥ௡ሻ ൌ 1. 
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Asymptotic Tests (cont’d) 
 

଴ܪ  ׷ ݃ሺܾሻ ൌ 0, ݃ is ሺ݌ ൈ 1ሻ, ܾ is ሺܭ ൈ 1ሻ, ݌ ൑  ܭ
 ෠ܾௐ  is the unconstraint estimate – ෠ܾௐ does not use the information contained in ܪ଴ 
 ݃൫෠ܾௐ൯ close to 0? 

௡ݓ ൌ ݊ ݃ᇱ൫ ෠ܾௐ൯ ቂݎܸܽܣ ቀ݃൫ ෠ܾௐ൯ቁቃ
ିଵ

݃൫ ෠ܾௐ൯ 

Under ܪ଴, ݓ௡ ื
ௗ

߯ଶሺ݌ሻ 
 

  ,௡ is the critical regionܥ 
௡ܥ ൌ ሼݓ௡ ൐ ߯ଵିఈ

ଶ ሺ݌ሻሽ 
 ܲሺܥ௡ሻ ื

௡
 ଴ is true [correct asymptotic size]ܪ when ߙ

 ܲሺܥ௡ሻ ื
௡

1 when ܪ଴ is not true [consistency] 
 

 So far, we’ve been focusing on  
଴ܪ ׷ ݃ሺܾሻ ൌ 0 vs ௔ܪ ׷ ݃ሺܾሻ ് 0 

What if we want to test something more challenging? 
 Idea: Consider ܪ௔ that depends on ݊ and gets closer to ܪ଴ as ݊ increases 

௔ܪ ׷ ݃ሺܾሻ ൌ
ߜ

√݊
, ߜ א Թ௣ ך ሼ૙ሽ 

This is a sequence of local alternatives.  
 Note that ݃ሺܾሻ is not fixed, but √݊݃ሺܾሻ is fixed (assuming ݃ሺܾሻ converges at rate √݊) 

√݊ ቀ݃൫෠ܾௐ൯ െ ݃ሺܾሻቁ ื
ௗ

ࣨ ൬0, ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ൰ 

֟ 

√݊݃൫෠ܾௐ൯ െ √݊݃ሺܾሻ ื
ௗ

ࣨ ൬0, ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ൰ 

Under the sequence of local alternatives: √݊݃ሺܾሻ ൌ  ,ߜ

√݊ ቀ݃൫෠ܾௐ൯ቁ ื
ௗ

ࣨ ൬ߜ, ݎܸܽܣ ቀ݃൫ ෠ܾௐ൯ቁ൰ 

֜   √݊ ቂݎܸܽܣ ቀ݃൫ ෠ܾௐ൯ቁቃ
ିଵ ଶ⁄

݃൫ ෠ܾௐ൯ ื
ௗ

ࣨ ൬ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ
ିଵ ଶ⁄

,ߜ  ൰ܫ

֜   ݊݃ᇱ൫ ෠ܾௐ൯ݎܸܽܣ ቀ݃൫ ෠ܾௐ൯ቁ
ିଵ

݃൫ ෠ܾௐ൯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௪೙

ื
ௗ

߯ଶ ൬݌, ݎܸܽܣᇱߜ ቀ݃൫෠ܾௐ൯ቁ
ିଵ

 ൰ߜ

 Recall that if  
ሺ௣ൈଵሻݖ ׽ ࣨሺߤ, ሻܫ   ֜ ݖᇱݖ   ׽ ߯ଶሺ݌,  ሻߤᇱߤ

Non-central ߯ଶ with ݌ degrees of freedom and non-centrality parameter ߤᇱߤ.  
 

 Property 3. Under the sequence of local alternatives, 

݃ሺܾሻ ൌ
ߜ

√݊
, ߜ א Թ௣ ך ሼ૙ሽ 

we have  

௡ݓ ื
ௗ

߯ଶ ൬݌, ݎܸܽܣᇱߜ ቀ݃൫ ෠ܾௐ൯ቁ
ିଵ

 .൰ߜ
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 Asymptotic power of the test under the sequence of local alternatives  

ܲሺܥ௡ሻ ื
௡

ܲ ቆ߯ଶ ൬݌, ݎܸܽܣᇱߜ ቀ݃൫ ෠ܾௐ൯ቁ
ିଵ

൰ቇߜ ൐ ߯ଵିఈ
ଶ ሺ݌ሻ ൐  ߙ

 The larger the non-centrality parameter, ߜᇱݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ
ିଵ

 the more powerful the ,ߜ
test is. The parameter is large in two cases: 
 to be close to zero ߜ is large – but this is not very useful, as we want ߜ •
ݎܸܽܣ • ቀ݃൫෠ܾௐ൯ቁ is small: 

ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ ൌ
߲݃ሺܾሻ

߲ܾᇱ ൫෠ܾௐ൯ᇣᇧᇧᇤᇧᇧᇥݎܸܽܣ
make small

߲݃ᇱሺܾሻ
߲ܾ  

We want to pick the efficient estimator which is associated with the “smallest” 
asymptotic variance. 
 

 Wald confidence sets: 

√݊ൣ݃൫෠ܾௐ൯ െ ݃ሺܾሻ൧ ื
ௗ

ࣨ ൬0, ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ൰ 

֜   ݊ൣ݃൫ ෠ܾௐ൯ െ ݃ሺܾሻ൧
ᇱ
෣ݎܸܽܣ  ቀ݃൫෠ܾௐ൯ቁ

ିଵ
ൣ݃൫ ෠ܾௐ൯ െ ݃ሺܾሻ൧ ื

ௗ
߯ଶሺ݌ሻ 

 
 Confidence set about ݃ሺܾሻ with level ሺ1 െ  :ሻ asymptoticallyߙ

௡ܫ ൌ ൜݄ א Թ௣ ׷ ݊൫݃൫෠ܾௐ൯ െ ݄൯
ᇱ
෣ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ

ିଵ
൫݃൫ ෠ܾௐ൯ െ ݄൯ ൏ ߯ଵିఈ

ଶ ሺ݌ሻൠ 

ܲሺ݃ሺܾሻ א ௡ሻܫ
௡՜ஶ
ሱۛ ሮۛ 1 െ  ߙ

 
 Finding feasible asymptotic variance 

ݎܸܽܣ ቀ݃൫෠ܾௐ൯ቁ ൌ
߲݃ሺܾሻ

߲ܾᇱ ൫ݎܸܽܣ ෠ܾௐ൯
߲݃ᇱሺܾሻ

߲ܾ  

֜ ෣ݎܸܽܣ   ቀ݃൫෠ܾௐ൯ቁ ൌ
߲݃൫෠ܾௐ൯

߲ܾᇱ ෣ݎܸܽܣ  ൫෠ܾௐ൯
߲݃ᇱ൫ ෠ܾௐ൯

߲ܾ  
where 

൫ݎܸܽܣ ෠ܾௐ൯ ൌ ሾܧሺݔ௜ ௜ܹ
ᇱሻΣିଵܧሺ ௜ܹݔ௜

ᇱሻሿିଵ 
with 

Σ ൌ ௜ݑሺܧ
ଶݓ௜ݓ௜

ᇱሻ 
Therefore, 

֜ ෣ݎܸܽܣ   ൫෠ܾௐ൯ ൌ ൤൬
1
݊ ܺᇱܹ൰ Σ෠ିଵ ൬

1
݊ ܹᇱܺ൰൨

ିଵ

 
 
f.i When ܺ ൌ ܹ [OLS] 

Σ ൌ ௜ݑሺܧ
ଶݔ௜ݔ௜

ᇱሻ   ֜   Σ෠ ൌ
1
݊ ܺᇱΔ෡ܺ 

which is the HCC estimator with 
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Δ෡ ൌ

ۉ

ۇ

ොଵݑ
ଶ 0

ොଶݑ
ଶ

ڰ
0 ො௡ݑ

ଶی

 ۊ

or in the homoscedastic case 

Σ෠ ൌ
ොଶߪ

݊ ܺᇱܺ 
 

 Restricted least squares under a linear hypothesis 
଴ܪ ׷ ܴሺ௣ൈ௄ሻܾ ൌ ,ሺ௣ൈଵሻݎ ሺܴሻ݇݊ܽݎ ൌ  ݌

Under homoscedasticity, 

௡ݓ ൌ
൫ܴ ෠ܾ െ ൯ሾܴሺܺᇱܺሻିଵܴᇱሿିଵ൫ܴݎ ෠ܾ െ ൯ݎ

ොଶߪ  

Here ෠ܾ is the OLS estimator, and ߪොଶ ൌ ଵ
௡

∑ ො௜ݑ
ଶ௡

௜ୀଵ . 
 

 Consider the constraint optimization problem: 

min
௕

൥෍ሺݕ௜ െ ௜ݔ
ᇱܾሻଶ

௡

௜ୀଵ

൩ ൌ ሺݕ െ ܾܺሻᇱሺݕ െ ܾܺሻ , .ݏ ܾܴ   .ݐ ൌ  ݎ

Let ߣሺ௣ൈଵሻ be a vector of Lagrange multipliers.  
ࣦ ൌ ሺݕ െ ܾܺሻᇱሺݕ െ ܾܺሻ ൅ ᇱሺܴܾߣ െ  ሻݎ

  
߲ࣦ
߲ܾ  ถ

ሺ௄ൈଵሻ

ൌ െ2ܺᇱ൫ݕ െ ܺ ෠ܾ௖൯ ൅ ܴᇱߣ ൌ 0 

֜   2ܺᇱ൫ݕ െ ܺ ෠ܾ௖൯ ൌ ܴᇱߣ  ֞   ෠ܾ௖ ൌ ෠ܾ െ
1
2

ሺܺᇱܺሻିଵܴᇱߣ 

So ෠ܾ௖ ് ෠ܾ as long as ߣ ് 0, i.e. anytime the constraints are binding. 

ܴ ෠ܾ௖ต
௥

ൌ ܴ ෠ܾ െ
1
2 ܴሺܺᇱܺሻିଵܴᇱᇣᇧᇧᇧᇤᇧᇧᇧᇥ

invertible
֜  ߣ ߣ   ൌ 2ሾܴሺܺᇱܺሻିଵܴᇱሿିଵ൫ܴ ෠ܾ െ  ൯ݎ

Finally, 
෠ܾ௖ ൌ ෠ܾ െ ሺܺᇱܺሻିଵܴሾܴሺܺᇱܺሻିଵܴᇱሿିଵ൫ܴ ෠ܾ െ  ൯ݎ

Difference between the adjusted values: 
ܺ ෠ܾ െ ܺ ෠ܾ௖ ൌ ܺሺܺᇱܺሻିଵܴᇱሾܴሺܺᇱܺሻିଵܴᇱሿିଵ൫ܴ ෠ܾ െ  ൯ݎ

֜   ฮܺ ෠ܾ െ ܺ ෠ܾ௖ฮ
ଶ

ൌ ൫ܺ ෠ܾ െ ܺ ෠ܾ௖൯
ᇱ
൫ܺ ෠ܾ െ ܺ ෠ܾ௖൯ 

ൌ ൫ܴ ෠ܾ െ ൯ݎ
ᇱሾܴሺܺᇱܺሻିଵܴᇱሿିଵ൫ܴ ෠ܾ െ  ൯ݎ

This is the numerator of the Wald test statistic ݓ௡, i.e. 

௡ݓ ൌ
ฮܺ ෠ܾ െ ܺ ෠ܾ௖ฮ

ଶ

ොଶߪ  
 

 Geometric interpretation 
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 Pythagorean theorem: 

ԡݑො௖ԡଶ ൌ ԡݑොԡଶ ൅ ฮܺ ෠ܾ െ ܺ ෠ܾ௖ฮ
ଶ

 
ൌ ԡݑොԡଶ ൅ ԡݑො െ  ො௖ԡଶݑ

֜ ௡ݓ   ൌ
ฮܺ ෠ܾ െ ܺ ෠ܾ௖ฮ

ଶ

ොଶߪ  

ൌ
ԡݑො௖ԡଶ െ ԡݑොԡଶ

ොଶดߪ
ୀԡ௨ෝԡమ ௡⁄

 

ൌ ݊ ڄ
ܴܵܵ଴ െ ܴܵܵ

ܴܵܵ  
 The Gaussian case (small sample). 

Assume ݑ ׽ ࣨሺ0, ݑ ௡ሻ, orܫଶߪ ⁄ߪ ׽ ࣨሺ0,  ,௡ሻ. Thenܫ
หܺݕ ׽ ࣨሺܾܺ, ௡ሻܫଶߪ   ֜   ෠ܾ ൌ ሺܺᇱܺሻିଵܺᇱݕหܺ ׽ ࣨ 

and ෠ܾ௖|ܺ ׽ ࣨ (as a linear transformation of ෠ܾሻ 
ොݑ ൌ ݕ௑ܯ ൌ  ݑ௑ܯ

ฯ
ොݑ
ฯߪ

ଶ

׽ ߯ଶሺ݊ െ  ሻܭ

ฯ
ො௖ݑ

ߪ ฯ
ଶ

׽ ߯ଶ൫݊ െ ሺܭ െ  ሻ൯݌
From the Pythagorean theorem: 

ԡݑො௖ԡଶ

ଶߪ
՝

ఞమ൫௡ିሺ௄ି௣ሻ൯

ൌ
ԡݑොԡଶ

ଶߪ
՝

ఞమሺ௡ି௄ሻ

൅
ԡݑො௖ െ ොԡଶݑ

ଶߪ
՝

ఞమሺ௣ሻ

 

֜   
1
݊ ௡ݓ ڄ

݊ െ ܭ
݌ ൌ

ሾܴܵܵ଴ െ ܴܵܵሿ ⁄݌
ܴܵܵ ሺ݊ െ ⁄ሻܭ ׽ ࣠ሺ݌, ݊ െ  ሻܭ

under the null. Note that  
ሾܴܵܵ଴ െ ܴܵܵሿ

݌ ׽
߯ଶሺ݌ሻ

݌  

ܴܵܵ
݊ െ ܭ ׽

߯ଶሺ݊ െ ሻܭ
݊ െ ܭ  

If ܪ଴ is not true, ԡݑො௖ԡଶ does not mean 0 anymore, because we imposed the incorrect 
restriction ܴܾ ൌ  .ݎ
 

  ሺܺሻܮ

ݕ

ܺ ෠ܾ

ܺ ෠ܾ െ ܺ ෠ܾ௖

ොݑ
ොୡݑ

ܴܾ ൌ ݎ

ܺ ෠ܾ௖
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• Fisher test of ܪ଴: 

௡ܥ
ி ൌ ቊ

ሺܴܵܵ଴ െ ܴܵܵሻ ⁄݌
ܴܵܵ ሺ݊ െ ⁄ሻܭ ൐ ,݌ଵିఈሺܨ ݊ െ  ሻቋܭ

and ܲሺܥ௡
ிሻ ൌ  ଴ܪ under ߙ

♦ This is exact!! Because I have the exact finite sample distribution of test 
statistic. 
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Asymptotic Test (cont’d) 
 

 Recall from last time the Fisher test of ܪ଴ ׷ ܴܾሺ௄ൈଵሻ ൌ  ሺ௣ൈଵሻݎ

௡ܥ
ி ൌ ቊ

ሺܴܵܵ଴ െ ܴܵܵሻ ⁄݌
ܴܵܵ ሺ݊ െ ⁄ሻܭ ൐ ,݌ଵିఈሺܨ ݊ െ  ሻቋܭ

ܲሺܥ௡
ிሻ ൌ  .଴ܪ under ߙ

 
 Asymptotically, 

௡ܥ
ி ൌ ቄݓ௡ ൐

݌݊
݊ െ ܭ ڄ ,݌ଵିఈሺܨ ݊ െ  ሻቅܭ

 We’re interested in knowing whether  
݌݊

݊ െ ܭ ڄ ,݌ଵିఈሺܨ ݊ െ ሻܭ ื
?

߯ଵିఈ
ଶ ሺ݌ሻ 

If this is the case, then Wald testing and Fisher testing are equivalent asymptotically.  
 

 Proof of the above convergence. 
݌݊

݊ െ ܭ ,݌ሺܨ ݊ െ ሻܭ ൌ
݌݊

݊ െ ܭ ڄ
߯ଶሺ݌ሻ ⁄݌

߯ଶሺ݊ െ ሻܭ ሺ݊ െ ⁄ሻܭ ൌ
߯ଶሺ݌ሻ

݊ିଵ߯ଶሺ݊ െ  ሻܭ

Note that the denominator converges to 1: 
1
݊ ߯ଶሺ݊ െ ሻܭ ൌ

݊ െ ܭ
݊ᇣᇤᇥ

೙՜ಮ
ሱۛ ۛሮଵ

ڄ
1

݊ െ ܭ ෍ ௜ݖ
ଶ

௡ି௄

௧ୀ଴ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ื
೛

ா൫௭೔
మ൯ୀ௏௔௥൫௭೔

మ൯ୀଵ

, ௜ݖ ׽ ࣨሺ0,1ሻ 

ื
௣

1 
 

 Connection with ܴଶ 
 ܴଶ only makes sense when there is a constant in the regression model: 

ݕ ൌ ܽ݁௡ ൅ ܾܺ ൅  ݑ
଴ܪ ׷ ܾ ൌ 0 

 
Using the Pythagorean theorem: 

1
݊

ԡݑො଴ԡଶ
ᇣᇧᇤᇧᇥ

ଵ
௡ ∑ ሺ௬೔ି௬തሻమ೙

೔సబ
total variance

ൌ
1
݊

ԡݑොԡଶ
ᇣᇤᇥ

ଵ
௡ ∑ ௨ෝమ೙

೔సభ

with ௨ෝഥୀ଴
residual variance

൅
1
݊

ԡݕො െ ത݁௡ԡଶݕ
ᇣᇧᇧᇧᇤᇧᇧᇧᇥ

ଵ
௡ ∑ ൫௬ො೔ି௬ොത൯మ೙

೔సభ
explained variance

 

֜ ݁ܿ݊ܽ݅ݎܽݒ ݈ܽݐ݋ܶ   ൌ ݁ܿ݊ܽ݅ݎܽݒ ݈ܽݑ݀݅ݏܴ݁ ൅  ݁ܿ݊ܽ݅ݎܽݒ ݈݀݁݊݅ܽ݌ݔܧ

,ሺ݁௡ܮ ܺሻ  

ݕ

ොݕ ൌ ܺ ෠ܾ ൅ ොܽ݁௡

ොݑ

ሺ݁௡ሻܮ

ത݁௡ݕ
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By definition, 

ܴଶ ൌ
݁ܿ݊ܽ݅ݎܽݒ ݈݀݁݊݅ܽ݌ݔܧ

݁ܿ݊ܽ݅ݎܽݒ ݈ܽݐ݋ܶ ൌ
ԡݕො െ ො݁௡ԡଶݕ

ԡݑො଴ԡଶ  

Recall, 

௡ݓ ൌ ݊
݊ିଵܴܵܵ଴ െ ݊ିଵܴܵܵ

݊ିଵܴܵܵ ൌ
ܴ݊ଶ

1 െ ܴଶ 
Critical region (asymptotically): 

௡ܥ ൌ ቊ
ܴ݊ଶ

1 െ ܴଶ ൐ ߯ଵିఈ
ଶ ሺܭሻቋ or ௡ܥ

כ ൌ ሼܴ݊ଶ ൐ ߯ଵିఈ
ଶ ሺܭሻሽ 

Sufficient to show that  
1

1 െ ܴଶ ൌ
ԡݑො଴ԡଶ

ԡݑොԡଶ ื
௣

1 

This is true under ܪ଴. 
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Testing Conditional Homoscedasticity 
 

 OLS: ෠ܾ ൌ ሺܺᇱܺሻିଵܺᇱݕ with  
൫ݎܸܽ ෠ܾหܺ൯ ൌ ሺܺᇱܺሻିଵܺᇱܸܽݎሺݕ|ܺሻܺሺܺᇱܺሻିଵ 
1
݊ ൫ݎܸܽܣ ෠ܾ൯ ൌ ሾܧሺݔ௜ݔ௜

ᇱሻሿିଵܧሺݔ௜ݔ௜
ᇱݑ௜

ଶሻሾܧሺݔ௜ݔ௜
ᇱሻሿିଵ 

can be consistently estimated by HCC 

ܥܥܪ ൌ ൥෍ ௜ݔ௜ݔ
ᇱ

௡

௜ୀଵ

൩
ିଵ

൥෍ ௜ݔ௜ݔ
ᇱݑො௜

ଶ
௡

௜ୀଵ

൩ ൥෍ ௜ݔ௜ݔ
ᇱ

௡

௜ୀଵ

൩
ିଵ

 

 Test of ܪ଴ ׷ ௜ሻݔ|௜ݑሺݎܸܽ ൌ ଴ܪ .ଶ for any ݅, i.eߪ  conditional homoscedasticity ׷
 Idea is to compare 

1
݊ ෍ ௜ݔ௜ݔ

ᇱݑො௜
ଶ

௡

௜ୀଵ

and ොଶߪ 1
݊ ෍ ௜ݔ௜ݔ

ᇱ
௡

௜ୀଵ

 

 
 White (1980) 

1
݊ ෍ ௜ݔ௜ݔ

ᇱሺݑො௜
ଶ െ ොଶሻߪ

௡

௜ୀଵ

ื
௣

0 ? 

Here ݔ௜ݔ௜
ᇱ is a ሺܭ, ܭሺܭ ሻ matrix withܭ ൅ 1ሻ 2⁄  different terms 

 Define ߰௜ that contains all the different terms of ݔ௜ݔ௜
ᇱ. 

ܿ௡ ؠ
1
݊ ෍ ߰௜ሺݑො௜

ଶ െ ොଶሻߪ
௡

௜ୀଵ

ื
௣

0 ? 
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Testing for Conditional Homoscedasticity 
 

 Recall from last time: 

ܿ௡ ൌ
1
݊ ෍ ߰௜ሺݑො௜

ଶ െ ොଶሻߪ
௡

௜ୀଵ

ื
௣

0 

where ߰௜ is a vector of different terms in ݔ௜ݔ௜
ᇱ. 

√݊ܿ௡ ื
ௗ

ࣨሺ0,  ሻܤ
Define  

௡ߦ ൌ ݊ܿ௡
ᇱ ෠ܤ ିଵܿ௡ ื

ௗ
߯ଶሺ݉ሻ 

where ݉ is the number of non-constant terms in ߰௜. 
 

 In practice, we perform an auxiliary regression: 
ො௜ݑ

ଶ ൌ ߙ ൅ ߰௜
ᇱߛ ൅ ߳௜ 

 The assumption we’re interested in is  
଴ܪ ׷ ߛ ൌ 0 

That is, if there is homoscedasticity, then the regressors should not be able to explain 
much of the residuals. 
 Constrained estimator: ߙො௖ ൌ  ොଶߪ
 Unconstrained OLS estimators: ߙො ൅ ߰௜

ᇱߛො  and the associated test statistic ߦ௡ ൌ ܴ݊ଶ 
 Reject homoscedasticity if and only if ܴ݊ଶ ൐ ߯ଵିఈ

ଶ ሺ݉ሻ 
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Dynamic Regression Model 
 

 General framework 
 Need for ergodic stationarity  
 Dynamic regression model: 

௧ݕ ൌ ௧ݔ
ᇱܾ ൅ ,௧ݑ ௧ݑܧ ൌ 0 

 ௧ is still called the explanatory variable, but there are two kindsݔ 
• Lagged values of ݕ௧: ݕ௧ିଵ, ,௧ିଶݕ … ,  ௧ି௣ݕ
• Other variables:  ߟ௧, ,௧ିଵߟ … , ܭ ௧ isߟ ௧ି௤, whereߟ ൈ 1 
So the regress model is 

௧ݕ ൌ ෍ ௧ି௝ݕ௝ߙ

௣

௝ୀଵ

൅ ෍ ௧ି௜ߟ
ᇱ ௜ߛ

௤

௜ୀ଴ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௫೟

ᇲ௕

൅  ௧ݑ

So here, 
ܾ଴ ൌ ሾܸܽݎሺݔ௧ሻሿିଵݒ݋ܥሺݔ௧,  ௧ሻݕ

where ݒ݋ܥሺݔ௧,  ௧ሻ contain things likeݕ
,௧ି௛ߟሺݒ݋ܥ ,௧ିℓሻߟ ,௧ି௜ݕ൫ݒ݋ܥ ,௧ି௝൯ݕ … 

 
 Definition. A stochastic process ሺݖ௧ሻ is (strictly) stationary if for all ݎ and all ݐ, the joint 

probability distribution of ൫ݖ௧, ,௧ା௛భݖ ,௧ା௛మݖ … , ,௧ା௛ೝ൯ depends on ݄ଵݖ ݄ଶ, … , ݄௥ but not on ݐ. 
 Definition. A process is weakly stationary (or covariance stationary) when ܧሺݖ௧ሻ  and 

,௧ݖሺݒ݋ܥ  .݄ ௧ା௛ሻ do not depend onݖ
 Note.  

 ሺݖ௧ሻ is iid  ֜  ሺݖ௧ሻ is a stationary process 
 ሺݖ௧ሻ is stationary  ֜  ሺݖ௧ሻ is identically distributed with some serial dependence 

 
 Stationarity is not sufficient to get LLN 

 Example. ሺݔ௧ሻ iid, and ݖ is independent of ݔ௧ 
௧ݕ ൌ ௧ݔ ൅  ݖ

Here ሺݕ௧ሻ is stationary: 
,௧ݕሺݒ݋ܥ ௧ା௛ሻݕ ൌ ௧ݔሺݒ݋ܥ ൅ ,ݖ ௧ା௛ݔ ൅ ሻݖ ൌ  ሻݖሺݎܸܽ

This implies that ൫ݔ௧ ൅ ,ݖ ௧ା௛భݔ ൅ ,ݖ ௧ା௛మݔ ൅ ,ݖ … , ௧ା௛ೝݔ ൅ ൯ݖ  has the same 
probability distribution as any ൫ݔ௧ҧ ൅ ,ݖ ௧ҧା௛భݔ ൅ ,ݖ ௧ҧା௛మݔ ൅ ,ݖ … , ௧ҧା௛ೝݔ ൅  .൯ݖ

1
ܶ ෍ ௧ݕ

்

௧ୀଵ

ื
?

௧ሻݕሺܧ ൌ ௧ሻݔሺܧ ൅  ሻݖሺܧ

ൌ
1
ܶ ෍ሺݔ௧ ൅ ሻݖ

்

௧ୀଵ

ൌ
1
ܶ ෍ ௧ݔ

்

௧ୀଵ

൅ ݖ ื
௣

௧ሻݔሺܧ ൅ ݖ ്  ௧ሻݕሺܧ

Unless ݖ ൌ  .is a constant. But this is not true in general ݖ .ሻ, i.eݖሺܧ
 To avoid this situation, we would need to assume ergodicity.  

 
 Ergodicity (informal definition): A random event involving every member of the 

sequence has either probability 0 or 1.  
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 Example (cont’d with the previous). If ܲሺݖ ൏ ܽሻ is either 0 or 1, then ݖ is a constant 
(i.e. ݖ is deterministic). So the counter-example does not work any more. 
 

 Ergodic Theorem. If ሺݖ௧ሻ is stationary, ergodic, and integrable, then  
1
ܶ ෍ ௧ݖ

்

௧ୀ଴

ื
௣

 .௧ሻݖሺܧ

 Hayashi (page 101): “A stationary process is ergodic if it is asymptotically independent” 
lim

௡՜ஶ
ݒ݋ܥ ቀ݂൫ݖ௧ା௛భ, ,௧ା௛మݖ … , ,௧ା௛ೝ൯ݖ ݃൫ݖ௧ା௡ା௛భ, ,௧ା௡ା௛మݖ … , ௧ା௡ା௛ೝ൯ቁݖ ൌ 0, ,݂׊ ݃ 

 
 Theorem. Let ሺݖ௧ሻ be stationary, ergodic with finite variance process.  

1
ܶ ෍ ,ଵݖሺݒ݋ܥ ௧ሻݖ

்

௧ୀଵ

்՜ஶ
ሱۛ ሮۛ 0 

 The converse (non-correlation  ֜  asymptotic independence) is true only for the Gaussian 
processes.  
 

 Note 1. If we know that  

,ଵݖሺݒ݋ܥ ௧ሻݖ
௧՜ஶ
ሱۛ ሮ 0  ֜   

1
ܶ ෍ ,ଵݖሺݒ݋ܥ ௧ሻݖ

்

௧ୀଵ

்՜ஶ
ሱۛ ሮۛ 0 

But the converse is not true, since 
1
ܶ ෍ ,ଵݖሺݒ݋ܥ ௧ሻݖ

்

௧ୀଵ

ൌ ݒ݋ܥ ൭ݖଵ,
1
ܶ ෍ ௧ݖ

்

௧ୀଵ

൱ 

 
 Note 2. With ݕ௧ ൌ ௧ݔ ൅ ,ଵݕሺݒ݋ܥ ,ݖ ௧ሻݕ ൌ  ሻݖሺݎܸܽ

1
ܶ ෍ ,ଵݕሺݒ݋ܥ ௧ሻݕ

்

௧ୀଵ

ื
?

0 

 
 Need for Martingale Difference Sequence (MDS) 

 Example. OLS: ݕ௧ ൌ ௧ݔ
ᇱܾ ൅  ௧ withݑ

෠ܾ ൌ ሺܺᇱܺሻିଵܺᇱݕ ൌ ܾ଴ ൅ ሺܺᇱܺሻିଵܺᇱݑ 

֜   √ܶ൫ ෠ܾ െ ܾ଴൯ ൌ ቈ
ܺᇱܺ

ܶ ቉
ᇣᇤᇥ

՜ா൫௫೔௫೔
ᇲ൯

ିଵ

ڄ
ܺᇱݑ
√ตܶ

ଵ
் ∑ ௫೟௨೟

೅
೟సభ
஼௅்

 

Think about ሺ ௧࣠ሻ filtration, i.e. an increasing sequence of ߪ-fields 
௧࣠ ؿ ௧࣠ାଵ 

 Interpretation: ௧࣠ contains everything we know at time ݐ, i.e. ݖఛ where ߬ ൑  In the .ݐ
dynamic regression model, ݕ௧ ൌ ௧ݔ

ᇱܾ ൅   ,௧ݑ
௧࣠ିଵ ൌ ߪ ሺݕఛ, ߬ ൏ ;ݐ ,௦ݔ ݏ ൑ ሻᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥݐ

predetermined variables

 

This is the smallest ߪ-field containing all the predetermined variables. 
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|௧ݑሾܧ ௧࣠ିଵሿ ൌ 0. 
 

 Definition. ሺݖ௧ሻ is ऐ࢚-adapted if ݖ௧ א ௧࣠. 
 We say that ሺݖ௧, ௧࣠ሻ is an adapted sequence. 

 
 Definition. ܯ௧  is a martingale with respect to ௧࣠  if ܯ௧  is ௧࣠ -adapted, integrable, and 

|௧ܯሺܧ ௧࣠ିଵሻ ൌ  .௧ିଵܯ
 

 Definition. ߳௧ is a martingale difference sequence (MDS) if ߳௧ is ௧࣠-adapted, integrable, and 
|ሺ߳௧ܧ ௧࣠ିଵሻ ൌ 0. 
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Time Series (cont’d) 
 

 A word on m.d.s.: 
|௧ܯሺܧ  →  ௧ is martingale with respect to ௧࣠ܯ  ௧࣠ିଵሻ ൌ  ௧ିଵܯ

 ߳௧ ൌ ௧ܯ െ  ௧ିଵܯ
|ሺ߳௧ܧ  ௧࣠ିଵሻ ൌ |௧ܯሺܧ ௧࣠ିଵሻ െ |௧ିଵܯሺܧ ௧࣠ିଵሻ ൌ ௧ିଵܯ െ ௧ିଵܯ ൌ 0 

 
 Theorem. If ሺ߳௧, ௧࣠ሻ is m.d.s. and ሺݔ௧, ௧࣠ሻ is adapted, then 

(i) ݒ݋ܥሺ߳௧, ௧ିଵሻݔ ൌ 0 
(ii) ሺ߳௧ݔ௧ିଵሻ is a m.d.s. with respect to ௧࣠ 

 
 Proof. Statement (i): 

,ሺ߳௧ݒ݋ܥ ௧ିଵሻݔ ൌ ௧ିଵሻݔሺ߳௧ܧ െ ௧ต߳ܧ
ୀ଴

 ௧ିଵݔܧ

ൌ |௧ିଵݔሺ߳௧ܧሾܧ ௧࣠ିଵሻሿ 
ൌ |ሺ߳௧ܧ௧ିଵݔሾܧ ௧࣠ିଵሻሿ 
ൌ 0 

Statement (ii) can be proved similarly. 
 

 In cross-section, we assume that ߳௧ is serially independent 
֜   ߳௧, ߳௧ିଵ  are independent 
֞ ,൫݂ሺ߳௧ሻݒ݋ܥ   ݃ሺ߳௧ିଵሻ൯ ൌ 0, ,݂׊ ݃ 

 ߳௧ is mds (with respect to “natural filtration” ௧࣠ ൌ ሼ߳ఛ ׷ ݐ ൒ ߬ሽ) 
֜ |ሺ߳௧ܧ   ௧࣠ିଵሻ ൌ 0  and  ݒ݋ܥ൫߳௧, ݃ሺ߳ఛሻ൯ ൌ 0, ߬׊   ,݃׊ ൏  ݐ

 ߳௧ is serially uncorrelated if and only if 
,ሺ߳௧ݒ݋ܥ ߳ఛሻ ൌ 0, ߬׊ ൏  ݐ

 Serial independence is stronger than mds (serial uncorrelation with any function of the 
past), which is in turn stronger than serial uncorrelation (with the past) 
 mds gives use CLT with serial dependence 
 serial uncorrelation gives WLLN 

 
 Theorem (WLLN). If ሺ߳௧ሻ is a stationary mds, then 

1
ܶ ෍ ߳௧

்

௧ୀଵ

ื
௣

0 

 Note: 
 ሺ߳௧ሻ is mds  ֙  ݂ሺ߳௧ሻ is mds 
 ሺ߳௧ሻ is stationary and ergodic  ֜  ݂׊, ݂ሺ߳௧ሻ is stationary and ergodic 

 
 Theorem (CLT). If ሺ߳௧ሻ is squared integrable, stationary mds such that  ଵ

்
∑ ߳௧

ଶ்
௧ୀଵ ื

௣
 ,ଶߪ

then 
1

√ܶ
෍ ߳௧

்

௧ୀଵ

ื
ௗ

ࣨሺ0,  ଶሻߪ
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General Method of Moments (GMM) 
 

 GMM Orthogonality Condition (cf. Hansen (1982) Econometrica) 
 General idea: Estimation is based on  

 Observation of a sequence ሺݖ௧ሻ which is stationary and ergodic 
 Structural knowledge about ݂ሺݖ௧,  such that (is unknown ߠ where ݂ is known but) ሻߠ

the true unknown value of ߠ, say ߠ଴, is characterized by ݂ሺݖ௧,  ଴ሻ a mds with respectߠ
to ሺ ௧࣠ሻ 
 

 Two different cases 
,௧ݖሾ݂ሺܧ .௧ is iid, i.eݖ (1) ଴ሻሿߠ ൌ 0  →  unconditional moment restriction (UMR) 
(2) ݂ሺݖ௧, ሻߠ ൌ ௧ݓ ڄ   ሻ, whereߠ௧ሺݑ

|଴ߠ௧ሺݑሾܧ ௧ is the error term withݑ • ௧࣠ିଵሻሿ ൌ 0. Here ௧࣠ିଵ is the predetermined 
information.  →  conditional moment restriction (CMR) 

௧ݓ • א ௧࣠ିଵ. Note that  
|଴ߠ௧ሺݑሾܧ  ௧࣠ିଵሻሿ ൌ 0

௧ݓ א ௧࣠ିଵ
ൠ   ՜   UMR 

But this is not the only way to come up with a UMR, e.g. use ݃ሺݓ௧ሻ where ݃ is 
any function will also work. 

 ௧ݓ ሻ andߠ௧ሺݑ ௧ : all the variables entering intoݖ •
֜ ,௧ݖሺ݂ሺܧ   |଴ሻߠ ௧࣠ିଵሻ ൌ 0 
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GMM (cont’d) 
 

 GMM orthogonality conditions 
 Unconditional Moment Restriction: ܧሾ݂ሺݖ௧, ଴ሻሿߠ ൌ 0, where ݂ is known and ݖ௧ is iid 
 Conditional Moment Restriction: ܧሾݑ௧ሺߠ଴ሻ| ௧࣠ିଵሿ ൌ 0 

 Pick ݓ௧ିଵ א ௧࣠ିଵ. Then we have the UMR:  

ܧ ൥ݓ௧ିଵݑ௧ሺߠ଴ሻᇣᇧᇧᇤᇧᇧᇥ
௙ሺ௭೟,ఏబሻ

൩ ൌ 0 

 In general, any function  ݃ሺݓ௧ሻ will work. So from one CMR we can potentially 
derive an infinite number of UMR’s. 
 

 Example 1. Dynamic Regression Model.  
௧ݕ ൌ ௧ݔ

ᇱܾ ൅ ,௧ݑ ሻߠ௧ሺݑ ൌ ௧ݕ െ ௧ݔ
ᇱܾ 

௧ିଵݓ ՜ ൝
௧ݔ where there is no simultaneity issues

௧ߟ where  ൜ simultaneity issues
conditional heteroscedasticity

 

Predetermined variables (i.e. variables that belong to ௧࣠ିଵ) 
߬  ,ఛݕ  ൏  ݐ
߬  ,ఛߟ  ൑  if exogenous ݐ

 
 Example 2. Euler equations 

max
஼೟శ೓,ఏ

෍ ,௧ା௛ܥሺܷሺܧ௛ߚ |ሻߠ ௧࣠ሻ
ஶ

௛ୀଵ

 

 Constraints: 
௧ܹା௛ ൌ ሺ ௧ܹା௛ିଵ െ  ௧ା௛ିଵሻܴ௧ା௛ܥ

where ܴ௧ା௛ is the returns received between period ሺݐ ൅ ݄ െ 1ሻ and ሺݐ ൅ ݄ሻ. 
 Differentiate wrt ܥ௧ା௛ to get FOC: 

െܷᇱሺܥ௧ା௛ିଵሻ ൅ |௧ା௛ሻܴ௧ା௛ܥሾܷᇱሺܧߚ ௧࣠ା௛ିଵሿ ൌ 0 

֞ ܧ   ቈߚ
ܷᇱሺܥ௧ା௛ሻ

ܷᇱሺܥ௧ା௛ିଵሻ ڄ ܴ௧ା௛ െ 1ቤ ௧࣠ା௛ିଵ቉ ൌ 0 

 
 More examples in Hayashi, Chapter 3.1, 3.2, on simultaneity issues and relevant instruments 

 
 Identification. 

,௧ݖሾ݂ሺܧ ଴ሻሿߠ ൌ 0 
 Case 1. ݂ሺݖ௧, ሻߠ ൌ ௧ݕ௧ሺݓ െ ௧ݔ

ᇱߠሻ. 

௧ሻݕ௧ݓሺܧ ൌ ܧ ൭ ௧ดݓ
ுൈଵ

௧ݔ
ᇱณ

ଵൈ௣
൱ ณߠ

௣ൈଵ
 

Here, ܪ ൒ ௧ݔ௧ݓ We need .݌
ᇱ to have full column rank, i.e. rank ݌. Hence, we ensure that  

,௧ݖ൫݂ሺܧ ଴ሻ൯ߠ ൌ 0  ֞ ߠ   ൌ  ଴ߠ
 

 Case 2. Non-linear regression model 
௧ݕ ൌ ݄ሺݔ௧, ሻߠ ൅  ௧ݑ
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݂ሺݖ௧, ሻߠ ൌ ௧ݕ௧൫ݓ െ ݄ሺݔ௧,  ሻ൯ߠ
Locally, we can re-interpret the non-linear regression model as a linear one. 
 Rank condition:  

݇݊ܽݎ ቆܧ ቈݓ௧
߲݄ሺݔ௧, ଴ሻߠ

ᇱߠ߲ ቉ቇ ൌ  ݌

 
 Case 3. General Case: ܧ൫݂ሺݖ௧, ଴ሻ൯ߠ ൌ 0 

 Identification assumptions: 
(1) Rank condition: 

݇݊ܽݎ ቆܧ ቈ
߲݂ሺݖ௧, ଴ሻߠ

ᇱߠ߲ ቉ቇ ൌ  ݌

where ݂ is a functional vector of size ܪ ൒  .݌
,௧ݖ൫݂ሺܧ (2) ଴ሻ൯ߠ ൌ 0  ֞ ߠ   ൌ  .଴ߠ

 
 Note. Order condition (necessary but not sufficient condition for identification) 

 is the number of moment conditions ܪ is the number of parameters and ݌ 
݌ • ൌ  just-identified case  →  ܪ
݌ • ൏  over-identified case  →  ܪ
݌ • ൐   under-identified case  →  ܪ

 From the identification point of view, more condition is better to hope that the rank 
condition is satisfied. 

 
 Assumption. ܸܽݎ൫݂ሺݖ௧,  .଴ሻ൯ is non-singularߠ

 Example. ݂ሺݖ௧, ଴ሻߠ ൌ  ଴ሻߠ௧ሺݑ௧ݓ
,௧ݖ൫݂ሺݎܸܽ ଴ሻ൯ߠ ൌ ,௧ݖሾ݂ሺܧ ,௧ݖ଴ሻ݂ᇱሺߠ  ଴ሻሿߠ

ൌ ௧ݓ௧ݓሾܧ
ᇱݑ௧

ଶሺߠ଴ሻሿ 

ൌ ܧ ቎ݓ௧ݓ௧
ᇱ ௧ݑሺܧ

ଶሺߠ଴ሻ| ௧࣠ିଵሻᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ఙ೟షభ

మ ሺఏబሻ

቏ 

ൌ ௧ݓ௧ݓሾܧ
ᇱߪ௧ିଵ

ଶ ሺߠ଴ሻሿ 
To check that it is non-singular, we compute 

,௧ݖ൫݂ሺݎᇱܸܽߙ ߙ଴ሻ൯ߠ ൌ ௧ିଵߪ௧ሻଶݓᇱߙሾሺܧ
ଶ ሺߠ଴ሻሿ ൌ 0 

֜   ሺߙᇱݓ௧ሻଶߪ௧ିଵ
ଶ ሺߠ଴ሻ ൌ 0, ܽ.  .ݏ

 
 Assumption. ܲሺߪ௧ିଵ

ଶ ሺߠ଴ሻ ൌ 0ሻ ൌ 0 and ܧሾݓ௧ݓ௧
ᇱሿ non-singular (or no redundant IV in 

 (௧ݓ
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Consistent GMM Estimation 
 

 Definition. ܧሾ݂ሺݖ௧, ሻሿߠ ൌ 0 where ݂ is ܪ ൈ 1 and ߠ is ݌ ൈ 1 
 Case 1. Just-identified (ܪ ൌ  .(݌

෠  is the solution of  ൝ߠ
1
ܶ ෍ ݂ሺݖ௧, ሻߠ

்

௧ୀଵ

ൌ 0ൡ 

 unknowns ݌ equations for ݌ 
 Can “hope” to find such ߠ෠ 

 
 Case 2. Over-identified (ܪ ൐  .We solve an approximation problem .(݌

min
ఏ

൛݂ҧ் ሺߠሻᇱ
்ܹ݂ҧ் ሺߠሻൟ 

where  
 ݂ҧ் ሺߠሻ ൌ ଵ

்
∑ ݂ሺݖ௧, ሻ்ߠ

௧ୀଵ   
 ்ܹ is a ܪ ൈ  .positive definite matrix which is called weighting matrix ܪ
• We get ߠ෠்ሺ ்ܹሻ for each matrix ்ܹ, i.e. a different GMM estimate. For notational 

simplicity, we drop the argument and write only ߠ෠் 
 In the over-identified case, there is more “freedom” in the choice of ்ܹ. In contrast, 

in the just-identified case, whatever ்ܹ you pick, the solution of ߠ෠ is going to be the 
same. 

 
FOC 

߲݂ҧ்ᇱ൫ߠ෠்൯
ᇣᇧᇤᇧᇥߠ߲

௣ൈு

்ܹด
ுൈு

݂ҧ் ൫ߠ෠்൯ᇣᇤᇥ
ுൈଵ

ൌ 0 

Redefine  
߲݂ҧ்ᇱ൫ߠ෠்൯

ߠ߲ ்ܹ ؔ ,்ܣ ሾselection matrixሿ 
Then,  

ҧ்்݂ܣ ൫ߠ෠்൯ ൌ 0 
 We started with ܪ moment conditions and we selected ݌ linear combinations of them. 
 The ݌ rows of ்ܣ are in the space spanned by the ݌ vectors ߲݂ҧ் ൫ߠ෠்൯ ௝ൗߠ߲ , ݆ ൌ 1, … ,  .݌

 
 Consistency. ்ܳሺߠሻ ؔ ݂ҧ்ᇱሺߠሻ ்ܹ݂ҧ் ሺߠሻ 

෠்ߠ ൌ arg min൛݂ҧ்ᇱሺߠሻ ்ܹ݂ҧ் ሺߠሻൟ 
 Intuition: 

 ௧ is ergodic stationaryݖ 
 From ergodic theorem: 

݂ҧ் ሺߠሻ ൌ
1
ܶ ෍ ݂ሺݖ௧, ሻߠ

்

௧ୀଵ

ื
௣

,௧ݖሾ݂ሺܧ  ሻሿߠ

 Assumption on ்ܹ:  ்ܹ ื
௣

ܹ, where ܹ is positive definite. 
 

 Criterion function 
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்ܳሺߠሻᇣᇤᇥ
sample criterion

ื
௣

ܳஶሺߠሻᇣᇤᇥ
asymptotic criterion

ൌ ,௧ݖሾ݂ሺܧ ,௧ݖሾ݂ሺܧሻሿᇱܹߠ  ሻሿߠ

Question: 
்ܳሺߠሻ ื

௣
ܳஶሺߠሻ

՝ min  ՝ min  
෠்ߠ ? ื

௣
? ଴ߠ

 

 
 Theorem. Suppose  

ߠ  א Θ where Θ is a compact subset of Թ௣ 
 ்ܳሺڄሻ is continuous with respect to ߠ 
 ்ܳሺߠሻ ื

௣
ܳஶሺߠሻ uniformly with respect to ߠ 

 ሻሿߠ஀ሼܳஶሺא଴ is unique solution of minఏߠ 
then, we have  

෠்ߠ ൌ arg min
ఏא஀

்ܳሺߠሻ ื
௣

 ଴ߠ
 This is the general result for consistency of extremum estimators 

 
 Special case of GMM. 

 Assumption: stationarity, ergodicity, ܹ positive definite as previously stated 
 ்ܳሺߠሻ ൌ ݂ҧ்ᇱሺߠሻ ்ܹ݂ҧ் ሺߠሻ satisfies 
• Continuity: ݂ሺݖ௧,  ߠ ሻ with respect toߠ
• Uniform convergence: LLN applied to ݂ሺݖ௧, ሻ, uniform WLLN for ݂ҧ்ߠ ሺߠሻ 
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Consistency of Extremum Estimators (cont’d) 
 

 An extremum estimator is  
෠்ߠ ൌ arg min

ఏ
ሾ்ܳሺߠሻሿ 

 A special case is the minimum distance estimator 
்ܳሺߠሻ ൌ ݂ҧ்ᇱሺߠሻ ்ܹ݂ҧ் ሺߠሻ 

where ܧሾ݂ሺݖ௧, ሻሿߠ ൌ 0, and  

݂ҧ் ሺߠሻ ൌ
1
ܶ ෍ ݂ሺݖ௧, ሻߠ

்

௧ୀଵ

 

The GMM is 
ܳஶሺߠሻ ൌ ,௧ݖሾ݂ሺܧ ,௧ݖሾ݂ሺܧሻሿᇱܹߠ  ሻሿߠ

 
 Another case is the M-estimator 

்ܳ ൌ
1
ܶ ෍ ݉ሺݖ௧, ሻߠ

்

௧ୀଵ

, ܳஶሺߠሻ ൌ ,௧ݖሾ݉ሺܧ  ሻሿߠ

Examples are: OLS, NLS, WLS, WNLS, MLE 
௧ݕ ൌ ݄ሺݔ௧, ሻߠ ൅  ௧ݑ

்ܳሺߠሻ ൌ
1
ܶ ෍൫ݕ௧ െ ݄ሺݔ௧, ሻ൯ଶߠ

்

௧ୀଵ

 

 
 Consistency of GMM-estimator (as a special case of extremum estimator) 

 Regularity: stationarity, ergodicity, positive definiteness of ܹ 
ߠ  א Θ ؿ Թ௣, where Θ is compact 
 Continuity of ݂ሺݖ௧,ڄሻ 
 Uniform convergence for ݂ҧ் ሺߠሻ. In this case, we require the uniform LLN for ݂ҧ் ሺߠሻ  

 Sufficient condition for uniform convergence of ݂ҧ் ሺڄሻ: 

ܧ ൤sup
ఏא஀

ԡ݂ሺݖ௧, ሻԡ൨ߠ ൏ ∞ 

 
 Asymptotic normality.  

 We need to apply the mean value theorem to the FOC 
்߲ܳ൫ߠ෠்൯

ߠ߲ ൌ 0 
Do a mean-value expansion.  
 Recall the MVT: Let ݄ ׷ Թ௣ ՜ Թ௤  continuously differentiable. Then there exists 

ҧߠ א ෠்ߠൣ െ  ଴൧ such thatߠ

݄൫ߠ෠்൯ ൌ ݄ሺߠ଴ሻ ൅
߲݄ሺߠҧሻ

ᇱߠ߲ ൫ߠ෠் െ  .଴൯ߠ
Note that ߠҧ could be different for each component ݄ሺڄሻ, which is a vector. 
 

 The GMM case: 
்ܳሺߠሻ ൌ ݂ҧ்ᇱሺߠሻ ்ܹ݂ҧ் ሺߠሻ 
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The FOC is  
்߲ܳ൫ߠ෠்൯

ߠ߲ ൌ 2
߲݂ҧ்ᇱ൫ߠ෠்൯

ߠ߲ ்ܹ݂ҧ் ൫ߠ෠்൯ ൌ 0 

Focus on ݂ҧ் ൫ߠ෠்൯: 

݂ҧ் ሺߠ଴ሻ ൅
߲݂ҧ் ሺߠҧሻ

ᇱߠ߲ ൫ߠ෠் െ  ଴൯ߠ
The FOC becomes 

ቈ
߲݂ҧ்ᇱ൫ߠ෠்൯

ߠ߲ ்ܹ
߲݂ҧ் ሺߠҧሻ

ᇱߠ߲ ቉
ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ

ื
೛

୻ᇲௐ୻

√ܶ൫ߠ෠் െ ଴൯ߠ ൌ െ
߲݂ҧ்ᇱ൫ߠ෠்൯

ᇣᇧᇤᇧᇥߠ߲
ื
೛

୻ᇲ

்ܹ √݂ܶҧ் ሺߠ଴ሻᇣᇧᇧᇤᇧᇧᇥ
ื
೏

ࣨሺ଴,Ωሻ

 

Convergence: 
߲݂ҧ்ᇱ൫ߠ෠்൯

ߠ߲ ื
௣

ܧ ቆ
߲݂ᇱሺݖ௧, ଴ሻߠ

ߠ߲ ቇ
ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ

୻ᇲ

, ்ܹ ื
௣

ܹ,
߲݂ҧ் ሺߠҧሻ

ᇱߠ߲ ื
௣

Γ 

We know that ΓᇱܹΓ  is invertible, because Γ  is full column rank and ܹ  is positive 
definite. Then,  

√ܶ൫ߠ෠் െ ଴൯ߠ ൌ െሺΓᇱܹΓሻିଵΓᇱܹ√݂ܶҧ் ሺߠ଴ሻ ൅  ௣ሺ1ሻ݋
By CLT, we have 

√ܶ൫ߠ෠் െ ଴൯ߠ ื
ௗ

ࣨ ൬0 , ሺΓᇱܹΓሻିଵΓᇱܹΩܹΓሺΓᇱܹΓሻିଵ൰ 
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Consistent GMM Estimator 
 

 Theorem (Asymptotic distribution of GMM estimator). Under  
 Consistency of GMM estimator 
 ݂ሺݖ௧,  ߠ ሻ is continuously differentiable with respect toߠ
 Rank assumption with respect to Γ: 

݇݊ܽݎ ቆܧ ቈ
߲݂ሺݖ௧, ଴ሻߠ

ᇱߠ߲ ቉ቇ
ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ

୻

ൌ  ݌

 ݂ሺݖ௧,  ሻ MDSߠ
 CLT for MDS 

We have  
√ܶ൫ߠ෠் െ ଴൯ߠ ื

ௗ
ࣨሺ0, ܸሻ 

where  
ܸ ൌ ሺΓᇱܹΓሻିଵΓᇱܹΩܹᇱΓሺΓᇱܹΓሻିଵ 

 
 Mean-value expansion of the FOC of 

்ܳሺߠሻ ൌ ݂ҧ்ᇱሺߠሻܹ݂ҧ் ሺߠሻ 
FOC: 

2
߲݂ҧ்ᇱ൫ߠ෠்൯

ߠ߲ ܹ݂ҧ் ൫ߠ෠்൯ ൌ 0 

Note that for ߠ෨் in between ߠ଴ and ߠ෠் (may be different from different elements of ݂ҧ் ), 

݂ҧ் ൫ߠ෠்൯ ൌ ݂ҧ் ሺߠ଴ሻ ൅
߲݂ҧ் ൫ߠ෨்൯

ᇱߠ߲ ൫ߠ෠் െ  ଴൯ߠ

֞   
߲݂ҧ் ൫ߠ෠்൯

ߠ߲ ்ܹ
߲݂ҧ் ൫ߠ෨்൯

ᇱߠ߲  √ܶ൫ߠ෠் െ ଴൯ߠ ൌ െ
߲݂ҧ்ᇱ൫ߠ෠்൯

ߠ߲ ்ܹ √݂ܶҧ் ሺߠ଴ሻᇣᇧᇧᇤᇧᇧᇥ
ื
೏

ࣨሺ଴,Ωሻ

 

By assumption, 
෠்ߠ ื

௣
଴ߠ   ֜ ෨்ߠ   ื

௣
 ଴ߠ

֜   
߲݂ҧ் ൫ߠ෠்൯

ᇱߠ߲ ื
௣

Γ 

֜   
߲݂ҧ் ൫ߠ෨்൯

ᇱߠ߲ ื
௣

Γ 
Then, 

߲݂ҧ்ᇱ൫ߠ෠்൯
ߠ߲ ்ܹ

߲݂ҧ் ൫ߠ෨்൯
ᇱߠ߲ ื

௣
ΓᇱܹΓ 

߲݂ҧ்ᇱ൫ߠ෠்൯
ߠ߲ ்ܹ ื

௣
Γᇱܹ 

߲݂ҧ்ᇱ൫ߠ෠்൯
ߠ߲ ்ܹ

߲݂ҧ் ൫ߠ෨்൯
ᇱߠ߲  √ܶ൫ߠ෠் െ ଴൯ߠ ื

ௗ
ࣨ ൬0 , ΓᇱܹΩܹᇱΓ൰ 

֜   √ܶ൫ߠ෠் െ ଴൯ߠ ื
ௗ

ࣨሺ0, ܸሻ 
where  

ܸ ൌ ሺΓᇱܹΓሻିଵΓᇱܹΩܹᇱΓሺΓᇱܹΓሻିଵ. 
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 Efficient GMM estimation 
 How to pick the efficient weighting matrix ܹ   →  want to minimize the asymptotic 

variance of the GMM estimator ߠ෠் 
 The only flexibility we have is in choosing ܹ. Since ܹ is symmetric, the idea is to 

pick ܹ ൌ Ωିଵ so that two of the “blocks” in ܸ cancels out with each other: 
ܹ ൌ Ωିଵ   ֜   ܸ ൌ ሺΓᇱΩିଵΓሻିଵ Γᇱ ΩିଵΩᇣᇤᇥ

ூ
ΩିଵΓ

ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
୻ᇲΩషభ୻ᇣᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇥ

ூ

ሺΓᇱΩିଵΓሻିଵ 

֜   ௢ܸ௣௧ ൌ ሺΓᇱΩିଵΓሻିଵ 
So we have the efficient GMM estimator with  

෠்ߠ൫ݎܸܽܣ
כ ൯ ൌ ሺΓᇱΩିଵΓሻିଵ 

 
 Example. ݂ሺݖ௧, ሻߠ ൌ ௧ݓ ሺݕ௧ െ ௧ݔ

ᇱߠሻᇣᇧᇧᇤᇧᇧᇥ
௨೟ሺఏሻ

 

Ω ൌ ௧ݓ௧ݓሾܧ
ᇱݑ௧

ଶሺߠ଴ሻሿ 
ൌ ௧ݓ௧ݓሾܧ

ᇱߪ௧
ଶሺߠ଴ሻሿ, ௧ߪ

ଶሺߠ଴ሻ ൌ  ଴ሻ൯ߠ௧ሺݑ൫ݎܸܽ
Conditional homoscedasticity (given ݓ௧) 
௧ߪ 

ଶሺߠ଴ሻ ൌ  ଶߪ
 Ω proportional to ܧሺݓ௧ݓ௧

ᇱሻ 
 Weighting matrix  

்ܹ ൌ ൭
1
ܶ ෍ ௧ݓ௧ݓ

ᇱ

௧

൱
ିଵ

ൌ ሺܹᇱܹሻିଵ 

 
The minimization problem is  

min
ఏ

൥
1
ܶ ෍ ௧ݕ௧ሺݓ െ ௧ݔ

ᇱߠሻ
்

௧ୀଵ

൩

ᇱ

ሺܹᇱܹሻିଵ ൥
1
ܶ ෍ ௧ݕ௧ሺݓ െ ௧ݔ

ᇱߠሻ
்

௧ୀଵ

൩ 

֞   min
ఏ

ሾܹᇱሺݕ െ ݕሻሿᇱሺܹᇱܹሻିଵሾܹᇱሺߠܺ െ  ሻሿߠܺ

֞   min
ఏ

቎ሺݕ െ ሻᇱߠܺ ܹሺܹᇱܹሻିଵܹᇱᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ୀ௉ೈୀ௉ೈ

ᇲ ௉ೈ

ሺݕ െ  ሻ቏ߠܺ

֞   min
ఏ

ൣሾ ௐܲሺݕ െ ሻሿᇱሾߠܺ ௐܲሺݕ െ  ሻሿ൧ߠܺ
֞   min

ఏ
ԡ ௐܲሺݕ െ  ሻԡଶߠܺ

This means that the efficient GMM estimator corresponds to OLS of ௐܲݕ on ௐܲܺ, or the 
2SLS estimator of ݕ on ௐܲܺ. 
 

 The general case 
 Efficient weighting matrix ்ܹ ื

௣
Ωିଵ, where Ω ൌ ,௧ݖ൫݂ሺݎܸܽ   .଴ሻ൯ߠ

 How do we estimate it? 
 2-step GMM 
 Iterated GMM 
 Continuously updated GMM 
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 2-step GMM 

 Step 1: get a consistent GMM estimator with an arbitrary weighting matrix ்ܹ: 
min

ఏ
ൣ݂ҧ்ᇱሺߠሻ ்ܹ݂ҧ் ሺߠሻ൧   ื  ෨்  consistentߠ  

Usually, we pick ்ܹ ൌ   .ܫ
 Step 2: use ߠ෨் to get a consistent estimator of Ω: 

Ω்൫ߠ෨்൯ ൌ
1
ܶ ෍ ݂൫ݖ௧, ,௧ݖ෨்൯݂ᇱ൫ߠ ෨்൯ߠ

்

௧ୀଵ

 

Use Ω்൫ߠ෨்൯ as the weighting matrix and  
min

ఏ
ቂ݂ҧ்ᇱሺߠሻൣΩ்൫ߠ෨்൯൧ିଵ݂ҧ் ሺߠሻቃ   ื  ෠்  efficient estimatorߠ  

Note that Ω்൫ߠ෨்൯ does not depend on ߠ. 
 

 Motivation for other practical GMM estimation methods: 
 In practice, ߠ෠்  or 2S-GMM does not have good finite sample properties. So here are 

some improvements: 
 Demean ݂൫ݖ௧,  ෨்൯, as in practice it’s not always equal to zeroߠ

Ω்
כ ൫ߠ෨்൯ ൌ

1
ܶ ෍ൣ݂൫ݖ௧, ෨்൯ߠ െ ݂ҧ் ൫ߠ෨்൯൧ൣ݂൫ݖ௧, ෨்൯ߠ െ ݂ҧ் ൫ߠ෨்൯൧ᇱ

்

௧ୀଵ

 

 
 Iterated GMM: idea is to keep running GMM until you find ߠ෠்,௞  close enough to 

  .෠்,௞ାଵߠ
• Step ݇: Ω்൫ߠ෠்,௞൯ or Ω்

כ ൫ߠ෠்,௞൯ 
min

ఏ
ൣ݂ҧ்ᇱሺߠሻΩ்

ିଵ൫ߠ෠்,௞൯݂ҧ் ሺߠሻ൧   ื  ෠்,௞ାଵߠ  

Continue this process until ߠ෠்,௞ାଵ is close enough to ߠ෠்,௞ (e.g. ݂ҧ் ൫ߠ෠்,௞൯ is close to 
zero) 
 

 CU-GMM: integrate all the steps into one single minimization problem 
min

ఏ
ൣ݂ҧ்ᇱሺߠሻΩ்

ିଵሺߠሻ݂ҧ் ሺߠሻ൧ 
Note that we’re now not minimizing a quadratic form, so this estimator is of a 
different class of estimators.  
• Finite sample properties of this estimator are very good. 
• Consistent and asymptotically efficient. 
• However, in practice, there are some “local” optima where your optimization 

might get stuck  →  need a lot of robustness checks. 
 

 Weighted least squares 
௧ݕ ൌ ݄ሺݔ௧, ሻߠ ൅ ,௧ݑ ௧ሻݔ|௧ݑሺܧ ൌ 0 

 Weighted non-linear least squares: 

min ൥෍ ௧ݕ௧൫ߙ െ ݄ሺݔ௧, ሻ൯ଶߠ
்

௧ୀଵ

൩ 
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FOC: 

෍ ௧ߙ
߲݄൫ݔ௧, ෠൯ߠ

ᇣᇧᇧᇧᇤᇧᇧᇧᇥߠ߲
௪೟  ሺ௣ൈଵሻ

ቀݕ௧ െ ݄൫ݔ௧, ෠൯ቁߠ
்

௧ୀଵ

ൌ 0 

֜   ෍ ௧ݓ ቀݕ௧ െ ݄൫ݔ௧, ෠൯ቁߠ
ଶ

்

௧ୀଵ

 

Just-identification! 
 We can always reinterpret WNLS as GMM with instruments 

௧ݓ ൌ ௧ߙ
߲݄൫ݔ௧, ෠൯ߠ

ߠ߲  
 More generally, any M-estimator can be reinterpreted as GMM when looking at the FOC 
 In practice, in the linear case, the optimal weights are inverse of the variance (which is 

unknown). Since it is unknown, it has to be estimated in the first step. 
 Efficient WLS: 

min ෍ ൥
൫ݕ௧ െ ݄ሺݔ௧, ሻ൯ଶߠ

෢ݎܸܽ ሺݑ௧|ݔ௧ሻ
൩ 

where ܸܽݎ෢ ሺݑ௧|ݔ௧ሻ is the result of a first step. 
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GMM v.s. Maximum Likelihood (ML) 
 

 Framework for ML 
 We have ݊ iid observations: ݕଵ, … ,  ௡ݕ
 Parametric model 

௜ܻ ׽ ℓሺݕ௜, ሻᇣᇧᇤᇧᇥߠ
a pdf

, ߠ א Θ ؿ Թ௣ 

For example, ߠ ൌ ሺߤ  ଶሻᇱߪ
 (Joint) Density function for ሺݕଵ, … ,  ௡ሻݕ

ℓ௡ሺݕଵ, … , ;௡ݕ ሻߠ ൌ ෑ ℓሺݕ௜, ሻߠ
௡

௜ୀଵ

 

 Likelihood: ߠ  →  ℓ௡ሺݕଵ, … , ;௡ݕ  ሻߠ
 MLE ߠ෠: 

෠ߠ ൌ arg max
ఏא஀

ෑ ℓ൫ݕ௜, ෠൯ߠ
௡

௜ୀଵ

ൌ arg max
ఏא஀

෍ ln ቀℓ൫ݕ௜, ෠൯ቁߠ
௡

௜ୀଵ

 

FOC: 

෍
߲ ln൫ℓሺݕ௜, ሻ൯ߠ

ߠ߲

௡

௜ୀଵ

ൌ 0  ֞   
1
݊ ෍

߲ ln൫ℓሺݕ௜, ሻ൯ߠ
ߠ߲

௡

௜ୀଵ

ൌ 0 

Note that the latter is the mean of some moment conditions 

ܧ ቈ
߲ ln൫ℓሺݕ௜, ଴ሻ൯ߠ

ߠ߲ ቉ ൌ 0 

 
 What about other orthogonality conditions or other moment conditions? 

 Consider ݂ሺݕ௜, ,௜ݕ൫݂ሺܧ ሻ such thatߠ ଴ሻ൯ߠ ൌ 0. Perform an affine regression of డ ୪୬ ℓ
డఏ

 on 
݂(since both terms have mean zero, there’s no need for a constant term): 

߲ ln൫ℓሺܻ, ଴ሻ൯ߠ
ߠ߲ ൌ ,ሺܻ݂ߚ ଴ሻߠ ൅  ݑ

with  

ߚ ൌ ݒ݋ܥ ቈ
߲ ln൫ℓሺܻ, ଴ሻ൯ߠ

ߠ߲ , ݂ሺܻ, ଴ሻ቉ߠ ,൫݂ሺܻݎܸܽൣ ଴ሻ൯൧ିଵߠ
 

By definition, 

,ሾ݂ሺܻܧ ଴ሻሿߠ ൌ 0  ֞   න ݂ሺܻ, ,଴ሻℓሺܻߠ ଴ሻܻ݀ߠ ൌ 0 

֜  න
߲݂ሺܻ, ଴ሻߠ

ᇱߠ߲ ℓሺܻ, ଴ሻܻ݀ߠ
ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ

ா൤డ௙ሺ௒,ఏబሻ
డఏᇲ ൨ୀ୻

൅ න ݂ሺܻ, ଴ሻߠ
1

ℓሺܻ,  ଴ሻߠ
߲ℓሺܻ, ଴ሻߠ

ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥߠ߲
డ ୪୬൫ℓሺ௒,ఏబሻ൯

డఏ

ℓሺܻ, ଴ሻܻ݀ߠ

ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
஼௢௩൤௙ሺ௒,ఏబሻ,డ ୪୬ሺℓሻ

డఏ ൨

 

֜   
߲ ln൫ℓሺܻ, ଴ሻ൯ߠ

ߠ߲ ൌ െΓᇱൣܸܽݎ൫݂ሺܻ, ,଴ሻ൯൧݂ሺܻߠ ଴ሻߠ ൅  ݑ
 
The explained variance is equal to  
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Γᇱൣܸܽݎ൫݂ሺܻ, ,൫݂ሺܻݎ଴ሻ൯൧ିଵܸܽߠ ,൫݂ሺܻݎ଴ሻ൯ൣܸܽߠ ଴ሻ൯൧ିଵΓߠ ൌ Γᇱൣܸܽݎ൫݂ሺܻ,  ଴ሻ൯൧ିଵΓߠ
This is the inverse of the variance of efficient GMM with moment condition ݂. 

Γ ൌ ܧ ൬
߲݂
൰ߠ߲ ൌ െݒ݋ܥ ൬݂,

߲ ln ℓ
ߠ߲ ൰ ൌ െࣣିଵ ൌ Cramer‐Rao lower bound 

“Best GMM” is the one where we choose ݂ to maximize the explained variance, i.e. 
choose ݂ሺܻ, ሻߠ ൌ డ ୪୬ ℓሺ௒,ఏሻ

డఏ
. Therefore, GMM is MLE. More specifically, in this case, 

ሺ݂ሻݎܸܽ ൌ ݎܸܽ ൬
߲ ln ℓ

ߠ߲ ൰ ൌ ࣣ 
where ࣣ is the Fisher information matrix. 
 

 Conclusion: 
Provided the parametric form of the density of the data ሺݕଵ, … ,  ௡ሻ is known (here weݕ
focused on iid). 
 Result: GMM with optimal orthogonality conditions డ ୪୬ ℓ

డఏ
 is numerically equivalent to 

ML. 
 

 


